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Ibhe Study

The purpose of the study was to determine
characteristics of the data—-processing business community
and to determina what patterns and central themes are
smerging concerning computer usage. This information was
toc be used to develop curriculum content for data-
processing education.

The data consisted of (1) reporting on languages,
hardware, operating systems, and software utilized by
the data-processing business communitys (2) information
from the data processing business community related to
where and at what level the data processing graduate is
being employed; and (3) projections of future computer-
related skills which will be needed for student
employment. Data from a search of the literature for the
trends and patterns of computer usage was included.

Desion
The study design consisted of developing a
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questionmaire instrument for obtaining information from
the data-processing business communitys pathering data by
submitting the questionmaire to the business community;
searching current periodicals for the future themes and
patterns applicable to the computer science areay and
analyzing the data from both the questionmaire and the
periodical search.

Eindings
The findings indicated emerpging computer usage areasjy
current trends involving the integration and usage of
applications software, systems software and language
packages; and changes taking place regarding the nature

of data processing hardware.
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CHRPTER I

INTRODUCTION

Background

During the 1last forty years society has been
signmificantly ainfluenced by the development of an
electronic data processing device known as the computer.
Business corporations, government agencies, and other
organizations depend on computers to process data and
make information available for use in decision making.
Computers are responsible, to a large extent, for the
standard of living typical in the United States today. As
the costs of computer egquipment continue to decrease,
computers will become an even more integral part of daily
l1fe (Mandell, 1982).

The Computer Revolution may be more sweeping than
the Industrial Revolution. The effects of the computer
are seen now 1n spectacular ways: an the graphics it
produces; 1in 1ts use in industrial plamming; and in ats
effects on transportation, money, paperwork, commerce, and
in the creation of the computer professions (Williams,
1982).

The twoe year computer science program in the
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community college is designed to train indivaiduals for the
computer professions. Due to the rapid progress in design
and development within the computer aindustry, the computer

science curriculum must be constantly revised.

Need for the Study

This study 1s directed tc the curriculum plammer in
the community college computer science area. The
objective of the computer science program 1s tc prepare
the graduate for computer related employment. The need for
conductaing thas research was evidenced by figures
indicating a state of declinming emrollment in computer
related courses and by reports indicatang the inability of
students to find work related to that which they have
studied.

Constant change is taking place in computerized data
processing. Many books written about this area were
outdated before they were published. The main scurce of
up-to-date ainformation 1s current periodicals (or other
written materials) which reflect innovation and subsequent
uti1lization which 1lead to present and future trends of
employment information. Alsc necessary for baseline data
1s the present conmputer employment picture. Thas
information comes from descraiptive data of the present

computer industry.
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Curriculum Considerations

Curriculum innovations down through the ages have
come chiefly from theological and political demands. Only
occasionally was innovation or change the result of
systematic ingquiry. However in the past 5@ years or so,
attempts at basing proposed curriculum aimprovements on
evidence have increased (Foshay, 1957)

An early theoretical position was taken by Bobbaitt
(1918) that curriculum should be centered around training
for occupational efficiency. Other positions such as
those advanced by the Commission of the Reorgamization of
Secondary Education were the Seven Cardinal Pranciples
dealaing with education for caitizenship, education for
physical efficiency, and education for social
antercommunications {(Foshay, 1957).

More recently, Johnson (1977) expressed a
definition of curriculum and instruction as a directive
force for the theory builder. He distinguished among
curraculum, the source of curriculum, and the relation of
curriculum to instruction. Johnson {(1977) stated
curriculum was the cutput of a curriculum development
system. Curraculum resulted from cultural content which
15 ordered and selected. He alsc stated cultural content
must be selected withain particular domains (such as

vocational and gereral education).
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Walker (1974) expressed his theory of curriculum
development as five questions. They are: What are the
significant features of a gaven curraiculum? What are the
personal and social consequences of a given curriculum
feature? What accounts for stability and change in
curriculum? What accounts for pecople’s judgments of the
merit or worth of various curriculum features? What sorts
of curriculum features ought to be included in a
curriculum aintended for a given purpose in a given
situation?

Walker's questaions reflect his theory that the
curriculum 15 a practical field of study and i1s expected
to make a difference in the logical framework of the
learmning process.

The theory relating to the development and i1mproving
of a technical curriculum i1s that content must be viewed
as providing responsive instruction determivved by gob
and/or task analysis. The techniques and the objectives
which are responsive contribute directly to students
finding and keeping jobs (McNeil, 1984).

The need for a "future implications dimension” for
curriculum was stated by McNeail (1984) and Ehola (198@).
The basic curriculum design must be based on a careful
appraisal of future developments in sceiety (Dodge,

1987).
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Statement of the Problem

The problem this study addressed was the need for
continuing information accumulation to determine the
trends and patterns in business usage of the computer
(examples: artificial intelligence related tc business
and i1ndustry; computer assisted design and manufacturing;
and, ainteractive vaideo training). This research included
an analysis of thas information to determine what computer
related skills (such as computer languages or software)

were required by these business community usages.

Purpose of the Study

The major purpose of this study was to provide
course content information to the Business Data Processing
program in the community college. This course content
information was to come from two sources. Ore source was
the prospective employers of the program pgraduates. The
ather source was a survey of the recently wraitten
laterature to obtain timely information related to
computer usage.

The purposes of this study were:
1) To determine what patterns and central themes exist
within the field of computer usage and the implications

these patterns and themes have for the computer science
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program in the community collepge.
A) What 1languapges, hardware, operating systems,
and software should the student who completes the
Associate of Science data processing degree have
mastered to enhance employment prospects in the
present data processing environment?
B) Where and at what data processing 1level (job
type) 1s the data processing graduate employable?
C) What are the current desires and expectations
of the potential employer of the data processing
graduate concerning "work experience” and "on the job
trainang?"
2) To determine the changing and emerging patterns and
themes for future consideration for the computer science
education program in the community college system.
A) What are the emerging computer usage areas, and
what skills will be needed to meet the demands of
these specializations?
B) What are the current trends invelving
integration and usage of applications software,
systems software, and language packages?
€) What changes are taking place regarding the

nature of data processing hardware?
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Study Design

The design of the study consisted of researching
present and future computer usage, design, and
implementations.

The methodologies employed by this study were: (1)
searchang the literature for ainformation indicating the
trends for present and future computer usage; (&)
developing a questionnaire; {3) obtaining data by
submission of the questionnaire to business and industry;
and 4) analyzing these data for training areas and related

information.

Defimitions

The fellowing terms are used throughout the study in
relation to topics, specific items, and categories of the
questionnaire. Saylor and Alexander'’s (1966) curriculum
and curriculum planning definitions were utilized.
1. Business data processing program——two year program
offered in the cpmmunlty college leading to a degree which
wi1ll enable the student to achieve employmernt.
2. Computer science program or computer science-—used in
place of "business data processing” by some authors but
represents the same program.
3. Computer professions--all jobs related to the use of
computers.

4, Work experience--time spent in a computer profession
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at the entry level.

S. Curriculum~—encompasses all learning opportunities
praovided by the community college. Curraculum as
frequently used in the context of this study to refer to
the technical curriculum with emphasis on the use of
computers.

6. Curriculum plan—--the advance arrangement of learning
opportunities for a particular population of learners to
achieve goals. Concermang this study the goal is computer
related employment.

7. Technical curriculum-—-learning experiences based on
mastery of technical skills directed toward attaining a
Job in the related technical area.

8. Vocational curriculum--used interchangeably with
technical curriculum but also includes Job training
leading to employment.

9. Needs assessment technique——a procedure to uncover local
deficiencies and trends to contribute to the decisions
necessary 1in curriculum planning.

10. "The community” or "business and industry" labels--
the organizations, businesses, service industries, or any
group for profit or non profit, in the surrcunding urban
area.

i1, "Software, hardware, operating systems" and other

computer related terminology can be found in the glossary
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included in Appendix A.

Significance of the Study
Thais study is sigmificant for the following reasons:

1) The study aindicates to the curriculum planner the
languages, software, operating systems, and other
computer—-related areas which need to be incorporated into
the curriculum.

2) The study provides data for continuing descriptive
research for this constantly changaing curriculum area.
Included in the study was the programming software
developed to expedite data processing. These guidelaines,
dealing with data pathering techniques and the processang
methods, will need to be replicated or this study will not
be usable as baseline data for the continuance of research
in this area.

3) Business, industry and service areas provide current
information regardaing employment opportunities.
Employment opportunities are related to the data
processing shops needs, the types of equipment they are
using, and projections of developing employment
opportunities.

4) The business and industry computer usersy, by
particapating in the construction of the instrument and
responding to the 1instrument,; were partners in the

curriculum plammang process which 1s to produce the
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computer graduate which they are expected to employ.

Summary and Overview

Chapter 1 presented an overview of the study. Thas
overview addressed the problem, and the method of solving
the problem, of providing information to the curriculum
planmer applicable to a rapidly growing, changaing
curriculum area.

Included in this discussion were the purpose and
intent of the study, the design of the study, definitions
of terms, and the significance of the study.

The following four chapters were organized as
follows: review of the literature relevant to the study
1s presented in Chapter 11j the design and methodology
was detailed in Chapter II1j the findings were presented
in Chapter 1V; and Chapter V detailed the conclusions and

recommendat ions.
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CHAPTER 1I

REVIEW OF THE LITERATURE

Introduction

The purpose of this chapter is to review different
technical curriculum models. The organization of this
chapter consists of six parts. The first part labeled
"Curriculum Models" addresses the relevance of the
technical curraiculum. Included in this section are
suggested methods of determining curriculum corntent. The
second part describes a fully operational technical
curraiculum model developed by the United &tates Armed
Forces. The thard part, "Conceptualizaing the Curraculum
Plannaing Process, " compares curriculum planning processes.
The fourth part, "A Model for Technical Domains,"” states
how domains when related to specific subject areas
suggest activities for curriculum planning. The "Mega
Model," the fifth part, 15 included because not only i1s 1t
an extremely comprehensive model but 1t was used to
plan and implement a post secondary vocatiomal and adult
education program. The inmmovation diffusion daimension of
the Configuration{(C) Theory of the mega model contains
strategies for the development of the technical

curriculum. The saixth part, "The Needs Rssessment

11
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Models, " parallels the design of the study. The concept
of wneeds assessment or needs analysis was contained ain

all the models developing the technical curriculum.

Curriculum Models

The dynamic nature of the vocational, technical, and
occupational curriculum raises the craitical question, "What
is the basic direction that curriculum development should
take?" (Finch and Crunkilton, 1984, p.16). They go on to
tell us that, tradaitionally, curricula developed have been
somewhat haphazard, with lattle consideration given to a
continuous developmental process in this vital area. The
curriculum content soon became outdated 1f steps were not
taken to prevent complacency. The resultant static nature
of curricula lost the dynamic aspect of the subject
materaial. A curriculum area can only succeed i1f 1t 1s
relevant. Curriculum relevance enables the students to
experience success in the work world for which they have
been prepared {(Finch and Crunkilton, 1984).

The relevance of content has to become the main i1ssue
when curriculum planning takes place. The need for
curriculum models for development of this relevance was
stated by Goodlad (1975) when he argued that curriculum
planning was praimarily trial and error. Many curriculum
procedures followed were without basis. Goodlad's

assumptions and statements were verified twelve years
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later by Brown (1987).

Brown {1987) surveyed the extent to which
instructional curriculum was meeting the needs of
undergraduate students in undergraduate technical
programs. He concluded that, "hased on informal data
collected over the last few years; we have big problems"”
{p. 92). Lack of a curriculum model or systematic
approach to curriculum development was the typaical method
found. He characterized "unsystematic curriculum design
and no needs analysis"” as "deadly sins" (p. S52).

Brown (1987) described what typically happened in
curaculum design in the technical area 18 a group of
professors pather and design curriculum. Each tried to
inciude his or her special interest. If any outside
anformation was used, it usually involved looking at some
other schools' curricula to see what they were doing.
"What 18 exactly ‘not’ done i1s to base the curriculum on
an analysis of the knowledge and skills needed for the
Jobs the graduates are likely to get” (p. 53).

Curriculum model use and defirition was explained by
Hunking (198@). He ®said usaing a model for systematic
curriculum development was & means of conceptualizang
curriculum and dealing with major ¢tasks amplicat an
curriculum planming. The model selected should stress

procedures but, hopefully, not induce an over—-reliance on
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"means—-end” thinking. The model should be a process for
facilitating the systematic generation of the curriculum
program.

Hunking (198@) supggested a curriculum plamming wmodel
with seven major stages. The stages were: (1) curriculum
conceptualization and legitimizations {(2) curriculum
diagnosis; (3) curriculum development content selection;
(4) curriculum development experience selectiony (9)
curriculum implementation; (6) curriculum evaluation; and
(7) curriculum maintenance.

The firgt stage requires a needs analysis,
a determination of the audience for the curriculum, the
raisaing of philosophical and conceptual questions,
determining the curriculum design, and creating a master
management plan. The second stage, diagnosis, requires
translating the rneeds into causes and solutions, and
generating objectives. The third; developing the content,
reguires selecting a concept of knowledge content,
determining crateria for selection, selecting content, and
organizing content. The fourth stage, experience
selection, requires a selecting conception of experience,
a selecting conception of instruction, determining
craiteria for selection, relating experierces to
educational environments, and melding of curriculum
compornents to curriculum thus creating a curriculum plan.

The fifth stage, implementation, requires pilot testing,
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monitoring the system, keeping communication channels
apen, and final implementation. The saixth stage,
evaluation, requires formative and summative evaluations.
The seventh stage,; maintenance, requires managing the
curriculum system and managing the support systems.

Bhola (1982), the originator of the wmega model
referred to later in this review, stated that no study on
curriculum when innovation or change was the major part of
the curriculum development task, was complete unless an
"acceptance of change" model was included. He sugpgested
the Bernnis, Berme and Chain (1969) model. Bennis, Bernne
and Chain (1969) described a model aimed primarily at the
concept of changaing attitudes, values, behaviors, and
beliefs.

Bermis, Berme and Chin (1969) stated the model was
somewhat related to the concepts of Kurt Lewin. The name
they called the model was "Unfreezing—-Changing-Refreezing"”
{p. 98). The "Unfreezing" stage was to create motivation
to change, to experience a lack of conformity or
experience disconformation, and experience a presence of
somethaing which was not right.

The second stage, was the changing step. It
consisted of developing hnew responses based upon
information based on cognitive redefinition through (al

identification (information from a single scurce), and [bl
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scanning (information from multiple sources. )
"Refreezing" was to stabilize and integrate the changes.

Present in this model was methodology needed to deal
with an existent commitment to previous behavior. The
elimination of the feeling that previous behavior or
attitudes or curriculum content, were wrong or inadequate
was to occur. If change was to occur, therefore, it must
be proceeded by an alteration of the present state of
equilibrium which supports the present behavior but allows
for voluntary adjustment. The ainvelvement of those
affected by the change, as well as those desiring the
change, must be in the change process.

Foster (1982) also addressed the problem of
individuals not wanting to gave up the old ways. The old
technology was ingrained in the system, whether 1t was a
school’s curriculum or a business, a tremendous effort was
made to prove the cld technology holds more promise than
the new technology. He referred to this as the "sailing-
ship phenomenon' (p. 30). The sailaing-ship builders krew
they had a problem when steam—-ships were introduced. So
the builders tried to design more efficient sailing-ships.
At first the builders succeeded because early steam-ships
were in the developmental stage. Many of the early steam
ships exploded and sunk. Rs time propressed the more
advanced technolopgy prevailed.

Adherence to the old technology ironically can work
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to the benefit of the user of the old technology for
things out of date get cheaper and easily obtainable.
The resultant situation, due to this thinking, 18 that
technology 15 funded and supported which is outdated.

(Foster, 1982).

Finch and Crunkilton (1984) presented the curriculum
planming efforts of the armed forces as an example of a
simple systematic approach to curriculum design aimed at
the technical area. The success rate when using these
learning activities was very high. When reviewing these
technmiques, an i1mportant factor i1s that the armed forces!
students differed from ordinary students, and the military
learrang environment differed from the community college
learning environment.

During the 1960s and the 1970s the varaiocus armed
services sought to develop a model for establishing
instructional procedures for the purpose of systematizing
the instructional design process. A process of devisaing
curriculum for training emerged from these efforts which
was referred to as "Instructional systems development” or
written simply as ISD. These ISDs had a major impact on
managers, nstructors, and students involved in military
technical training. I1SD essentially consistse of five

phases: analyze, design, develop, implement, and control.
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five phases were characterized by the following:

i. Rigorous derivation of training regquirements from
Job requirements. Training requirements should
maximize the combined effectiveness of the training
and nontraining components of the total operational
system.

2. Selection of instructional strategies to
maxaimize efficiency of training.

3. Iterative traial and revision of instruction
duraing development until training objectives are met
(p. 30@).

The analysis of the task ancluded the

identification and verification of the duties and tasks as

descraibed inn the military occupational specialty, kriown in

the
was
The
af

The

was

armed forces as the MOS. The instructional setting
taken into consideration when the tasks were analyzed.
design phase emphasized the developing and sequencaing
objectives and identifying student entry behaviors.
terminal learning objectives stated precisely what it

the learner was to learn and what performances the

learner will exhibit to show the learnaing has been

mastered.

The development phase focuses on objectives as they

relate to sound learning proceduraeas. In terms of general

learning guidelines the following were presented:
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Inform the learners of the objectives.

Provide for active responsae.

Praovide for guidance and prompts.

Provide for feedback.

During the implementation phase, the entire plan was
developed and the logistics for learnang were prepared.
Instruction in i1ts best possible form was provided tc the
students.

The final phase of control was one of evaluation.
Quality control was a part of every phase, but in thas
phase, the evaluation was of a more global nature and the
effects, the output, the ultimate results, were evaluated
to determine what changes, 1f any, were to be made. The
system was in a constant state of evolution.

A drawback to these ISDs was the large number of
staff necessary to complete the process. Teams of over a
hundred persons were neaded toc work on indivadual ISDs

(Finch and Crunkilton, 1984).

Conceptualizang Curraculum Planning Process

Conceptualizing the curriculum planning process was
demonstrated by Gay (198@). Her work aincluded four
models, each with a unique perspective toward curriculum
planning. These curriculum planning process models were:

the academic model, the experimental model, the pragmatic

model, and the techwnical model. The model of more
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interest to this study is the techviacal model, but to
place it in perspective the other models need explanation.

The academic model utilized scholarly logic as the
basis for the process of curriculum development. Gavaing
direction was the inherent structure of the discipline or
disciplines relating to and shaping curriculum content.
Curriaculum planming was perceived as "transcending
idiosyncrasies of particular situations” (p. 124). Thas
model was dependent on theoretical considerations as
perceived by the curraculum planners.

The experimental model contrasts with the academic
model ain that i1t was oriented toward actaivities and the
learner. Persons plus process—oriented objectives were
emphasized. Direction was toward learning and the
learnery, as a member of the social order.

The pragmatic model stresses plannmaing in the local
context. Prasent sociopolitical factors, n the
envaironment of the learner, dictated that planning must be
a localized process. It was not to be imposed from
outside the local school setting.

The technical model was based on the perception that
learvang itself was a "system." The system "can be reduced
to its constatuent parts; i1t cccurs in certain systematic
and predictable ways; and 1ts efficiency and
effectiveness can be improved through good control or

"management ' pranciples” (p. 128).
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Components of this model were: making a needs
assessment, specifying objectives, selecting content that
aligns with obgjectives, and establishing concrete
evaluation measures (Gay, 1980).

The use of any one of the Gay's models or a
combanation of two or more of the models, was possible.
The tendency would be for the curriculum planner to align
the planned curriculum revision with only one of Gay's

models.

Technological domains were proposed by Rummler (1387)
as a framework for a model for organizing and updating the
content of curriculum dealing with the areas deemed
"professional” or those relating to professions.

The model consisted of the followang: needs
analyzed; interventioni(s) selected; intervention(s)
designed and developed consisting of repertoire changed,
new behavior, and environment changed; intervention
implementation; and evaluation. Each step was developed
from the proceeding step. The interventions were from the
needs analysis; desaign was developed from the
identification of the interventions.

Underlying this model was the opportunity to identify
technology domains relevant to stated objectives of

improved performance/effectiveness of individuals. Each
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technology domain must show the sub-component make up by
Job/task analysis, behavioral analysis, and analysis of
other pertinent elements.

Domains to be 1dentified were: needs analysisj
instructional design and development ; performance
engaineering; and evaluation. After identification of the
domaains, subject areas relevant to the domains or
potentially relevant to the domains, were to be related to
the technology area, and the theory, if theory was
relevant, supportang the activaties involved in the
domain.

As an example, Rummler (1987) caited the following to
demonstrate relationshaips which were relevant from one
domain to another: ‘Left brain—-right brain' research is
potentially important to learning theory and learner

physiology, which in turn has importance for various

components of instructional design. This 1s then
incorporated into the repertoire of the individual® (p.
40).

AR simpler approach to deciding what should be taught
in the vocational and training areas was expressed by
MeNeal (1984) an his model. The model deoes not deal with
Justafying change or with behaviors which inhibit change;
rather 1t gconsists of two parts: determining occupational

targets, and determivang the objectives for training
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programs or courses.

Determining accupational targets consists of
planners trying to coordinate programs that develop
vocational skills with programs aimed at job placement. A
Job market analysis, a program review, and an assessment
of curriculum resources must be coordinated wath the
priorities of the local, state, and national business
communities.

Determining the obgectives for training programs and
courses reguires Job descriptions and task analysis
procedures. The task identification process occurs through
interviews, questiornaires, reports of critical incidents,
and hardware analysais. The report of cratical incidents
includes records of work assignments which were carried
cut very effectively or very ineffectively.

McNeal (1984) stated that the weakness of the model
was the preparation for jobs as they have been or as they
are in the present. The model did not deal with what the
Jobs might be or should be as determined by future
considerations. The oriticism was that the model "is

associated with ‘presentism’ " (p. 107).

The search for models for planned curraicular change
would not be complete without the presentation of Bhola’'s

mega model (1982). The model has eight segments within
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it. The complexity of this model is due to the inclusion
of social phenomena, the interacting and overlapping of
social situations, economic change, technical change,
policy change, and cultural relativities.

The eight sub models are:

1) The grammar of artifactual action.

&) An elaboration of the means x ends calculus of

cultural action.

3) An "ideology to technology" chain.

4) A model for cultural action as elite initiatives

in affiliation/exclusion.

9) A model for policy design.

6) A model for the understanding of power.

7) A dialectical model of needs regotiation.

8) A configuration theory of innovation diffusaion

or the CLER model.

Although the main interest for planning change in
education 1s model eight, the other models are of interest
to better understand the mega model.

The "grammar of artifactual action”" model centers
around artifactual action. Artifactual action was any
social action organized by a means and ends relationship.
Artaifactual action may vary from adeclogical ainvention
through policy making to the design of ainterventiors.
This action may involve teachaing, consulting, counseling,

family plannang, administering, development,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



a5

modernization, and many other areas.

Important to the artifactual action ais the grammar,
whach 18 asserted in this model to be one generic grammanr
with three levels. These three levels or processes of
dynamic interrelation are:! aordering/relating;
expecting/typifyanng; and experiencing/correcting. These
three processes in this model are the basic elements of
the practice of innovation and planmmed change {(Bhola,
1978).

The "means/ends" model deals with the artifactual
action as 1t involved a means/ends relationshap. The
adaptation of a particular means to preferred ends will
always occur, This model examined this relatiornship
{Bhola, 138Q).

The "aideclogy to technology" chain linked 1ideclogy
with policy, planning, change, evaluation, methodology of
change and evaluation, and finally, with techniques and
tactics, The particular teaching strategy employed or
the evaluation tactic chosen, must be congruent with the
overall methodology (Bhola, 1979b, p.7).

The "cultural action and elite role” model Bhola (198@)
explained as one which puts the roles of the elite and the
masses 1in complementary positions —— ones which assume
artifactual action within the appropriate perspective.

Resulting from this model was the focus on the behavior
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of the authorized elite, which leads into the mocdel of
"policy design.” Policy making works in two directions:
governing pelicy that undertakes to set new dairections for
society, and institutional policy that seeks to harness
the soriety's resources to enable it to move inta these
new directions.

The "dialectical model of needs negotiation” provided
perspective on participatory planming of change an
relation to rneeds as defined on a planning change agenda.
The "felt needs” of the commurnaity and the "user-
defarmtions” of problems were instrumental in the
negotiation process as needs were determined by the elite
and fashioned intoc new, 1i1deoclogically determined needs
{Bhola, 1979a).

The "eonfigurational (C) theory of innovation
diffusion” and planned change model 1s referred to as the
CLER model. The term CLER was an acronym for
"configurational relationships”, "linkages",
"environments”, and "vesocurces.” The "innovation", as in
irmovation diffusion, was defined by Bhola (198@) as "the
riew coricept or new attitude, a new technclogy or new part
of an exaisting technology, a new tool or piece of a new
technology waith accompanying skills and organization of
work, a set of cultural values, or a new mode or style of
lavang and working. Thas innovation 18 to be introduced

to an individual, group, institution, or culture that had
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not incorporated it functionally previously” {(p. 14).

Diffusion was defined as the process involvang
information use, social interaction, and bebhavioral
change, through the incorporation of inmnovation into the
social order. The network of configurational
relationships which included andaividuals, groups,
institutions, and cultures were in a state of total
diffusion when innovations voluntarily were scught and
incorporated into the social system (Bhola, 1980)

Bheola (1980) stated linkages{lL) were "the mutual
stance between innovator and adopters being able to
receive or reject information and/or influence from each
other" (p. 21). Lainkages fell intc the categories of:
linkages between and linkages within, formal and i1nformal
linkages, linkages dormant, and linkages to be severed for
purposes of elimnating and 1solating resistance to
change.

The envarorment(E) was the physical, social, and
intellectual condaition which imparnge upon configuration.
The resources(R) were related to the envirorment for one
erables the other to exist. Basically, the rescurces were
the aid and support reeded in the environment.

The CLER model was used for conceptualizaing
strategies for the use of learning resources 1in the

community education curriculum. Planning for change was
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not the main element addressed by the model.
Innovation and diffusion were primarily emphasized
(Bhola, 1981a).

Bhola (1981b) described the use of the mega model for
the planning and implementation of a vocational and adult
education program. The CLER model was the primary
contributor to the use of the mega model.

When usaing the CLER model, Botha (1980) stated:

Synergetic manipulation of the CLER rneed not,

however, mean the manipulation of all four

variables. There will be situations where only
one or more (but not all four) variables will need

to be optimized. There wi1ll be situations where

all four may need to be optimized, but only

one or wmore (not all four) are amenable to the

change agent's control (p. 26).

Models which contraibuted to Bhola’s work were: Rogers
and Shoemaker's (1971) stages of adoption model with
related conceptualization of the characteristics of
innovators, 1nnovations, and adopters; the socaial
interaction model, the problem-solver model, and the
lainkage model as developed by Havelock (1971); the
proactive/inactive change model of Zaltman, Florio, and
Sikorski (1977);3 and the intermediate technology model by
Schumacher (1973).
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Needs Assessment Model

McNeil (1984) included four steps in his needs
assessment model. They were: formulating a set of
tentative goals statements, assigning priority to
different poals, determining the acceptability of learner
performance in each of the preferred goals, and
translating high priority goals to plans.

Dodge's (1987) plans for needs assessment
specifically defined behaviors whereas McNeil (1384) was
less specafic. Dodge (1987) proposed five steps for a
needs assessment. They were:

1) Get management backing. Make sure there 1is

cocperations on this level because without the

support of management, the task will become most
difficult 1f not impossible.

2) Meet waith the people who can help you form an

agenda. Who are the experts, who wants what, who can

clarify the goals or cobjectives of the content area?
answer these questions and build on the information.

3) Dec:ide whether your assessment 15 about

something already taking place or about something

which will be happening in the future, ar a

combaination of the two.

4) Go tc where the jobs are performed. Use

survey forms, questionnaires, and discussions.
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) Develop task charts, format what it 18 you want
to kriow. RAsk yourself these questions to clarify the
information received. Divide into task, sub-task,
required equipment, and related documents.

Dodge (1987) saw these needs assessment techniques as

the only way of determinang technical curriculum content.

Summary of Curriculum Planning Models

The process emerging from the literature incorporates
three elements: needs assessment, interview, and a
search for future implications.

Needs assessment was suggested by Gay (138@), MchNeal
(1984), and Dodge (1987). The concept of a task analysas
{related to entry level employment) which would be a part
of the needs assessment and included on the instrument,
was suggested by Hunkins (198@), Finch and Crunkilton
(1384), and Rummler (1987).

The interview technique, though aimplicat in any needs
assessment, was called for directly by McNeil (1984) when
dealing with task identification, Berme, Bennis and Chain
(1969) who stated 1t was needed to relate i1nnovation to
the curriculum development, and Dodge (1987).

The need for the "future i1mplications dimension" in
the study was found in McNeil (1984) in his search for
"presentism” and in his "Futuraistic model" (p. 97).

Dodge (1987) indicated that implications for the future
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were necessary but he did not offer a soclution for dealing
with the problem of finding future implications.
"Innovative diffusion” as described by Bhola (198@)
required the "future" to define ‘"innovation," but the
"future”" was more like "tomorrow" due to his concept of
the area of concern evolving slowly, rather then an
extremely dynamic area with consideration for events

coming in the future years.
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CHAPTER 111

DESIGN METHODOLOGY

Introduction

Chapter II1 1s divided into two parts: the survey
study and resources used for determining the trends and
patterns of computer usage.

The fairst part explains the methodology wused for
gatheraing the computer usage data from business and
industry. The narrative consists of explaining the
development of the questionnaire, the admirmistration of
the questionnaire, and the analyzing of the data contained
an the administered questionnaire.

The second part describes the procedures used to
determine the trends and patterns of computer usage from

sources other than the questionnaire instrument.

Part One: The Survey Study

instrumentation

The purpose of this section is to explain how the
instrument was utilized. This section consists of the plan
for developing the instrument, the implementation of the

plan, and the data gathering techniques.

32
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Background

The origination of the this research study was in a
meeting at Miami Dade Community College convened by the
college wide coordinator of the occupational areas.
Agreement was reached that 1t was quite likely that the
computer science curriculum was outdated and no longer
meeting the needs of the computer industry.

The suggestion was made that a study should be
carried out to ascertain what the present state of the
computer industry is and what the trends and patterns for
future usage are. The group agreed. It was agreed that a
plan was to be deverleloped for procuring the data which
was to aincolude any committees needed to help carry out
the plan. Support was pledged and the meeting was

ad journed.

The following plan was submitted for approval.
Coristruction and admimstration of the instrument was to
be guided by the following steps:

A) Form a committee consisting of a professor from

each campus (three in all) toc construct the

anstrument. These professors would represent the
professorial staff college-wide.

B) Every data processing professor (all 18) was to

write down what aquestions addressing information
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areas the professor thought should be on  the
anstrument and give this information to the professor
representing his/her campus.

) These questaions were to be brought to the
committee and from this information an instrument was
to be constructed. The ainstrument was not to exceed
two pages, and to include both forced-choice and
open—ended questions.

D) The ainstrument was then to be taken back to

each campus and revised by the professors there.
Thais process was to be repeated until agreement was
reached.

E) The department chairpersons were to approve the
anstrument and sign off for each campus.

F) The instrument was to be submitted to the

college advasory board (which consists of people from
computer related busiress and industry) for approval
and possible revision. Part of this process was to
have them each respond to the ainstrument to test
the instrument.

G) The instrument was to be submitted to the
members of the Data Processing Management Association
during one of their monthly meetings, therefore, 1t
had to be approved by the DPMA board of directors and

a date set for submission. The DPMA Board of
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Directors had indicated before the submission of this
plan that they would consent to the submission of the
ainstrument to their organization if the instrument
was presented at the board meeting for approval.

They alsoc were to respond to the instrument to test

1t.

The plan was reviewed by committee and approved. The
research committee consisted of three professors. The
committee met on eight consecutive Fridays. The plan was
followed and the instrument was developed. Withain two
weeks all the department chairpersons had approved 1it.
It was submitted to the Business Data Processing Advisory
Committee on June 14, 1988. The committee, consisting of
ten members, approved the instrument. Two weeks later,
the instrument was approved for distraibution to the DPMA
by their board of directors.

AR copy of the instrument i1s in Appendax D.

The admimstration of the instrument was to the Data
Processing Managers Association membership attending The
November 1@, 1988 monthly meeting. Every member present
answered the ainstrument, thus yielding 67 instruments.
Those members absent (2@) were contacted by phorne and
mailed the form for the completion and return of the

instrument. This follow up raised the total tc 97
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responses.

Twenty respondents were interviewed to clarify thear
answers and in some cases to get more information about
suggestions or comments made on the form. These
interviews were structured to parallel the content of the
instrument. Results of the interviews were reported and

added to the needs assessment information.

The explanation of the process of analysis which was
applied to the data from the instrument falls inta three
categories. They are the the creation of the database,
processing methods, and programs used for processang
data.

Recording the ainformation from the ainstrument and
creating the database in a well-thought-out prescribed

manner was the key to effective processing.

Ereating the Database

The database consisted of 97 records. Each record
represented the responses to one instrument (therefore 97
records indicated 97 instruments were processed.)

Each record, which was composed of the answers from
all the questions on the instrument, contained a maxaimum
of 36 fields. Each field was to contain the response tc a

question on the instrument.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



37

The first seven fields of each record were positional.
The first field was always the name of the person filling
out the questionnaire. The company name was put in the
second field. The service area was in the third field, the
number of employees was in the fourth field and the number
of data processing employees was placed in the fifth field.
The position in the company of the respondent was placed in
the saixth field, and the "yes" or "no” 1indicating the
respondent was involved 1w the hiring process, was placed
in the last remainang positional faield.

The remaining fields, indicating the answers to the
actual questions, were entered with code characters at the
beginning of the field. Answers to questions marked "N/A"
were skipped. Therefore each record contained the first
seven fields plus the remaining fields which were the coded
answers to the questions. The code consisted of the
number or letter which preceded the question on the form.
Each zcompleted instrument became a record ain the database.
Detailed specifications used in the database are included

in Appendax C.

Procedures u

ed for analysis of data from the headang
section. The first part of the analysis of the data was
the analysis of the information in the heading section of

the ainstrument. This information aindicated types of
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businesses having data processing shops and the size of
the data processing shops. This related to the extent
potential Jjobs exist for the students toc whom this study
was directed. The information in the heading section
established the credibility of the respondents by listaing
the characteristics of the respondents and the employment
areas (business, industry, medical, education and other
areas) they represented. Analysis was based on arranging
in alphabetical order, grouping, and where meanangful,
numerac values. Statistical representation of data (such
as percent answering related to shop sizes) was used where
applicable.

The first step in processing this heading information
tock the form of multiple sorting. The respondents names
were sorted ainto alphabetical order. Included with the
printout of these names were the company name, the service
area, and the Jgob title.

The second sort was alphabetically by company name.
This listing indicated which companies were represented in
this study. If more than one employee of any given
company responded, which was the case with the larger
companies, the company name was repeated in this listing.
These multiple forms returned from one company were
processed so that the answers piven were grouped together
and only one set of answers represented that company. The

answers were accompanied by the size of the data
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processing shop. Also included in this listing were the
names of the individuals responding, the service areas,
and the sizes of both the employee force and the data
processing shop.

The thaird sort was alphabetical by service area.
This indicated which areas were represented in this study
and to what extent (how many instruments were returned)
each service area was represented. Alsc listed with the
service area were the company wname, the company work force,
the data processing shop size, the representative
respondaing, and the title of the respondent.

A fourth sort was made on company size. This sort was
repeated using the data processing shop size. The purpose
of this sort was to rank the companies responding as
potential employers using the data concerning employment.

Ratios were calculated pertaining to data processaing
Jebs and employee wark force in the different employment
areas. Thas anformation could be used to project data
processing employment.

Bralyzang the responses to the guestions. The
processing of the responses to the questions was
complicated by the different formats used for the question
answers. Data which could be easily guantified, such as
the "yes" and "no" answers and other forced choice answers

limited to predetermined options, were analyzed by using
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frequency counts. Answers whach required words, groups of
words, or sentences were categorized by ncontent analysis
and presented ain the resultant categories. To gave
further meaning to responses, the instruments were grouped
according to some desired variable (or sequence of
variables such as respondents waith ‘"mainframes" usaing
"COoBOL"). These groups of questionnaires were processed
for differences between the overall responses and the
group responses.

The first processing run ancluded all the
questionnaires received {(as opposed to later runs whaich
included only questionnaires containing selected variables
or topics). This processing run dealt with questions with
answers which could be represented by frequency
distributions. Responses which fell into the "yes" and
"no" category were reported as to frequency of each answer.
The answer to questions such as #2: “"What type of
computer hardware do you use?" was broken down into how
many "mainframes”, "mini’s” and "micros” were reported to
be in use. The types of hardware, alsc indicated in the
responses ta this question, were also reported in the
frequency distraibution format keying on the manufacturer
{such as how much IBM mainframe equipment i1s out there.)

Other questionsy such as #8 3 and 4, which required
responses dealing with names of languages or software,

were also reported on the basis of the frequerncy of the
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each given language, or software package being named.

Thais first run of the database created an overall
picture of the (easily) quantified data. The second run
of the database was to print out all the answers which
consisted of sentences or phrases which would not lend
themselves to quantifyaing. GQuestion #9, dealing with
areas emerging in the future for study and employment, was
an example of this type of question.

Once the fairst and second runs were completed, then,
analysis was repeated on the basis of selected variables.
The number of employees, the number of data processing
employees, service areas (such as bankiwng or education),
individuals involved in haring, and mainframe shops were
examples., Multiple variable processing was also done. An
example was the service areas (such as banking), processed
with the variable "mainframe", processed with data from
individuals involved in the hairing process.

Programs used for processing data. The programs
used for processing the data were written in the language
BASIC and run on MS DOS 3. All the programs utilized for
processing data in the study were written especially for
thas study. Appendix C contains all the programs as well
as a detailed discussion as to how the programs were
constructed and used.

Programs used were comparative sort programs. To

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



42

speed up processing, a partitioned sort model was
integrated (as the first step) into the sort program. The
sort programs were written so that any and all fields could
be key fields (any answer or group of answers to any
question could become a variable to sort on). Statistaical
programs were also written. Copies of them can also be
found 1n Appendix B.

Commercial software packages which have a sort
potential could have been used but were not because they
are quite lengthy and time consuming. The more popular
database program dBase 111 requires 20@,000 bytes of RAM
memory and at the time the database is constructed, all key
fields must be designated. The SORT utilaity an MS DOS 3,
could be used. It reguires a microcomputer which has the
ability to support MS DOS 3. The pramary problem in using
the DOS SORT 1s that it does not allow processing to be
integrated within the sort procedure.

The sort program was used to sort into alphabetical
order the file containing the 27¢+ references whaich
composed the bibliography, to create the file of topics in
alphabetical order, and to sort the variables in the
heading section of the questionnaire. Also this program
was modified to sort question responses and create groups

for comparative processing.
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Part Two: Resources Used for Determining Trends and
Patterns

The reviewing of recently publ1shed material
concerning computer usage and analyzaing the content of
this material were the procedures used to obtain the
anformation whaich andicated the trends and patterns of

computer usage.

Data Scurce

The main source of ainformation was found to be
periodicals, both magazines and newspapers. Some
references were found 1in books, but generally the
information contained in books was outdated due to the tame
lapse required between the wraiting of the book and the
final publication.

In order to obtain a cross section of ainformation,
the 1list of magazines, which would form a reference
section in a small library, was used as source material.
These periocdicals included popular reading, periodicals
representing geographical locations, periodicals
representing trade and industry, and scholarly periodicals
published by scientific groups and universities.

To lamt the time period so that only the most recent
issues would be taken into consideration, the May, June,
July, and August issues were researched. This time period

presented a picture of what was happening in the rapidly
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changing computer area during this fixed time frame.

Determination of the content of the articles in the
four 1ssues of the 27¢ periodicals was a major problem
because the periodical subject reference section of the
library, which was computerized, was of little use. Only
the most obvious of article titles (those containing the
word "computer” or a very obvious computer related word)
were listed in the subject/keyword/topic database.
Therefore, the table of contents of each periodical had to
be examined and articles which might have any computer
implaications scanned for possible use in the research
study. One of the articles found in the research dealt
with this very problem (Ciarcaia, 1988).

The craiteria used for selection of articles with
computer implaications were: 1) subject matter or theme of
the article was contemporary; 2) the subject matter or
theme of the article had future implications; 3) the
subject matter or theme of the article had implications for
present or future computer usage which related to
employment: and 4) the subject matter or theme of the
artacle had implication related to the growth or "health"
of the computer industry. The basic criterion for the
selection of articles which incorporated the above stated
criteria was that the subject matter or theme of the
article must relate to the purposes of the study as stated

in Chapter 1.
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The periodicals averaged about twelve articles in
each individual table of contents. Over 12,000 article
titles were reviewed. Articles which had the potential of
meeting one or more of the criteria were turned to and
scammed.

About 23@ articles were found whaich were significant
to this research project. Each article which was selected
required a wratten summary. Also the subject or theme of
the article was analyzed and represented by a single word
{or a short group of words). Many articles had
overlapping subjects or topics therefore these articles
contained more than one subject or topic. in example was
an article on computer usage in the health area which also
contained information about interactive video training and
a health care database. All three of these descriptive
words or phrases, healthy interactive video training, and
database, became the keywords which represented the health
related article and were entered into the database for
processing. The written summary served two purposes,
one was to reference the importarnce of the keywords or
tepice found i1n the article, and the other te retain a
summary sco that a narrative could be wraitten andicataing the

trends and patterns the keywords and topics represented.
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The data from the articles consisted of keywords or
topics recorded from each article. The articles with their
respective keyword/topic data composed the database. All
articles, keywords, and topics were represented by numbers
for ease of processing. When articles contained more
than one keyword or topic, the keywords or topics whach
were thought to be more important were listed first in the
grouping sequence.

Brocessang the Database. Processaing the database
containang the articles and the keyword phrases
representing the articles consisted of determinang af
keyword phrases were actually part of other keyword
phrases or subsets of other keyword phrases. An example
of this process was the following keyword analysis:
"interactive videc training” was found in five references;
"education” was found in 17 references; and "handicapped"”
was found in three references. The choice of "education
as the set keyword was relatively easy because the
interactive vadeo training references and the handicapped
references were alsoc found in the education references.
Other keywords such as "music” were more dafficult to
categorize because the four referernces contained in music
had to be split between the keywords "education" and art.
To make these decisions, 1t was necessary to have readily

available the aiwmdividual summaries wraitten on each
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referenced article.

From the 92 hkeywords, 24 categories emerged. These
categories were further processed as to their importance
reflecting the trends and patterns in computer usage. The
detailed analysis 15 contained in Chapter IV. An in— depth
technical explanation of the analysis 15 contained an
Appendax C.

An annotated bibliography containing the articles

found which relate to the 24 categories i1s ori page 86.

Sumnary

Thais chapter explained how the research was conducted,
how the data were gathered, and how the data were
processed.

One point stressed in this chapter was that after
data are gathered, the data must be recorded (put in a
database) in a way which enables almost unlaimited
processing opportunity. Perhaps after multiple processing
runs, unanticipated information of importance emerges.
Sachs (1988) emphasized this point regarding the search of

a database for the presence of important information.
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CHAPTER 1V

FINDINGS OF THE STUDY

This chapter reports the findings of the study. The
findings are pressnted in a sequence which parallels the
order of the questions stated in the purpose of the study.
This chapter begins with a brief background section whaich

reviews the research questions.

Background

The twofold purpose of the study was to determine the
present characteristics of the data-processing business
community and to determine what patterns and central
themes are emerging within the field of computer usage.

The major purposes of this study were:
1) To determine what patterns and central themes exist
within the field of computer usage and the implications
these patterns and themes have for the computer science
program in the community college.

A) What languages, hardware, operating systems,

and software should the student who completes the

Associate of Science data-processing depree have

mastered to wenhance employment prospects in the

48
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present data—-processing environment?
B) Where and at what data-processing level ({(j0b
type) is the data processing graduate employable?
o) What are the current desires and expectations
of the potential employer of the data processing
graduate concerning "work expsrience” and "on the job
training. "
2) To determine the changing and emerpging patterns and
themes for future consideration for the computer science

education program in the community college system.

fA) What are the emerging computer usage areas, and
what skills will be needed to meet the demands of
these specializations?

B) What are the currant trands involving
integration and usage of applications software,
systems software, and language packages?

o What changes are taking place regarding the

nature of data-processing hardware?

Results
This section is divided into sub-sections. Each sub-
section begins with the question from the "Purpose of the
Study” which is then answered. The sub~titles report the

data answering the individual parts of the question.
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What Languages, Hardware. Operating Systems,

and Software Should the Student whe GComplstes

the Assccjate of Scisnce Data Processing Depree

have Mastered to Enhance his Employment

Brogpects in the Pressnt Data Preocesging

Environment?

Language Usage

Language usage reported in Table 4.1 indicated that
S2% of the questionnaire respondents used the programming
language COBOL. COBOL usage was indicated to be mainly in
the mainframe environment. RPG, with 20% usage, was the
dominant language in the minicomputer area. BASIC (16%)
was the language of choice in the microcomputer area.
Assembler and JCL, which are mainframe languages, were the
only other languages which rivaled COBOL in the mainframe
area. Pascal and RPG were used mainly in the minicomputer
area. The language C, with a 9% usape rate, was the only
rival to BASIC in the microcomputer area. Fortran, which
igs the oldest of all the languages, appeared to be seldom
used.

Data from Table 4.1 regarding shop size indicate the
number of individuals working in the data-processing shops
which reported the use of the language in column ona.
Since the bigger shops gensrally use more than one
language, and the shop sizes figure is reported for both

languages, the shop eize as job indicators are not
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Table 4.1
Language Usage: Based on Responses of

Businesses Surveyed

Total Sample n=87 Responses from Lang. Users n=71

0 e s 23 £ S S S S 2 N S S N SO 5D R KN S SR S O 23 S0 M SR S SR A O IR R 03 2K WS SR N SN SN R 2N SN SN SR S S T S SN SN NN SO0 SN0 U 100 SYR 2nR 10

Language % ofl % of I 8hopi Ratic of hardware
totalllang. usersisizel_______ _upapes _____
samplel in sample | | mnf. mini micro

COBOL oe 63 2806 AKX AN X

RPG II & 111 20 24 1221 X HUXR

Basic (Vbasic) 16 ce 899 x X HNN

Assembler 11 14 805 RRX

Pascal 9 10 368 KRN no

c 9 10 392 X RN

JCL I~ é 203 AR

Fortran 2 3 45 b b

The 1st col.: language name; &nd col.31X total responsej
3rd col.: % based on the 8i% of response indicating the
use of a programming languages 4th col.3 shop size
indicating number of smployees in shops reporting the use
of this language; cols. 5,6 & 7 {(mnf.~— mainframe; mini --
minicomputer; micro —— microcomputer) indicate a ratio of
hardware usage graphically displayed.

additive. Nevertheless, the job numbars represented by
shop size indicate a pattern of the number of aemployees
in the specific data-processing environment where the
languages wers ussed.

Relationships betwesn the number of employees as

indicated by the shop size and the usage rate can be
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Hardware in Use by Businesses Surveyed

The first number in each cell is the number of
responses. The second number in the cell is the
percentage these responses are of the total responses for
the category (the category totals ware: mainframe n=40;
minicomputer n=49; micro n=859, manufacturers with one
response generally were not reported). The third number is
the psrcentage the responses are of the total responses to
hardware usape (n=77).

Mfg. Mainframe Minicomputer Microcomputer

IBM | 38 75% 38x

23 47X 30% | 44 75% S7% |

* * * *
UNISYS 3 12% 6.5% | | 2 3% 2.5%1)
* * * *
Hawlett 2 5% 2.5% | 4 8% 5% ) I
Packard i I )
* * *

[Minicomputers onlyl « * *
Digital (PDP & VAX) I 10 20x 13% | |
* * *

WANG | 6 122 8% ) )

* #* *

[Microcomputer onlyl # * *
AT&T } 4 7% S% |

* *

Altos l 4 7% 5% |

* *

Apple McInt. | 1 1.6% 1% |

* *

Out of the total 87 questionnaires, 77 reported hardware
usage. The reamaining ten, due to the nature of their
business (such as sales or consulting) marked this item
*N/AY,

made. An example is the job environment of BASIC with a
shop size of 1399 and a 16% usage rate, compared tc C,
which has about 9% usage rate with a shop size of 392.
The usage indicator is a two-to-one ratio, yast the job

opportunity or shop size indicator is four to one.
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Hardware

Table 4.2 displays the hardware usage as reported by
the total number of respondants. Many usars have more
than one type of hardware so the figures given in the
cells are generally not additive. The figures repressnt a
usage pattern. By taking information in the table and
comparing it with other figures in the table, certain
inferances can be drawn. Examples of the inferences are:
IBM dominates the mainframe and microcomputer areas; Apple
has little prominence in the business enviromment; and no
manufacturer dominates the minicomputer market.

Opgrating Systeus

Operating systems were found to be extremely
important to the career data processing individual.
Table 4.2 indicated a predominance of IBM equipment in the
mainframe aresa, therefore IBM would be expected to
predominate operating systems' usage. Table 4.3 contains
oparating systems information indicated by the
questiommaire study. Table 4.6 indicates 40X of students
hired were hired in the operations area.

The two IBM operating systems, MVS8 and MVE/XR, have
shop sizes of 1414 and 985, and a 42X share (33%+3X) of
all computer operating systems which included those
operating systems used on the minicomputars and
microcomputers. The minicomputer operating systems, UNIX

and PICK, have a combined usage rate about equal to the
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IBM VM,VS8,and VSE minicomputer oparating systems (Table
4.3).
Table 4.3
Operating Systems in Use by Businesses Survayed

Total=87, Oparating systems responses=64

Operating | % ofl % of I8hopiRatic_of hardware use
System itotalireported OSisizel mnf. mini micro
MVE (IBM) 23 33 1414 XRX

MVS/XA (IBM) 7 9 985 XXX

VM, VS, VSE <(IBM) 8 11 442 RN

UNIX (ATET) 11 19 307 RRX

PICK 7 9 113 wRR

VMS (Digital) 4 S 96 wRX

WANG 2 3 34 ANX

MS8/DOS, PC/DOS 3@ 41 ai2 XRNR

{IBM compatible)

The 1ist col.: Operating systam; 2nd col.: % total
response; 3rd col.: % based on the 74X of response
indicating the use of an cperating system; 4th col.:
Jobs in shops using this operating system; cols. 5,6 & 7
indicate hardware usage: mf -- mainframeyg mini -
minicomputeri micro -- microcomputer.

On the microcomputer level, the microsoft operating
system used by IBM was the predominant system. The I1BM
compatible operating systems for the microcomputer, are
included in the microsoft operating system category.
Respondents reported 41% used the MS/DOS systems in thear

data processing shops (Table 4.3). The Apple Mclntosh
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was the only microcomputer reported that did not support
this system (Table 4.2).
Software

The more successful goftware packages have been
directed to the market relating to both spreadsheete and
secratarial skills. data-processing students wishing to
obtain entry level positions can benefit from the mastery
of these software packages (Table 4.3).

Software which varies from the spreadsheet or
secretarial skills theme is CICS from IBM. cics
requires a knowledge of COBOL as a prerequisite for usage.
Use of the software package CICS was indicated by 21% of
the data-processing shops. The total shop size of the
CICS user was 1639 (Table 4.4).

Table 4.4 indicates Lotus, a spreadsheet program with
a 695% usage rate, was the leading software packapge. The
word processing packages were ranked second and fourth
in Table 4.4 with a combined usage rate of 56%. Wordstar,
the oldest word processing software, was reported to have
the highest usage rate (33%). The database package,
dbase, had a reported usage rate of 24% (Table 4.4).
Display Writer, a dedicated IBM package for the mainframe,
had a usage rate of 6% (Table 4.4).
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Table 4.4
Software Packapes Used by Businesses Surveyed

Total=87, Software users=77

Software I % ofl % of IShopiRatic_of hardwarg_use
name itotal isoft. usersisizel mf. mini micro
Lotus 65 75 2a9e RRR  HRNR
Wordstar 33 38 1259 ARX  XRR
dBase I1&III 24 27 682 R ARR
Wordperfect 23 26 691 nxX RN
cics 21 23 1639 RRX
CustPack 8 9 133 b RN
Display UWriter 6 6.9 2e3 xRN b} X
Multimate 6 6.5 215 b RRX
Symphony ) 6.5 130 xX HRX

The 1st col.: Software name; 2nd col.: ¥ total response;
3rd col.t % based on the 88% of response indicating the
use of software packagesj 4th col.: Jobs in shops
using this softwarey cols. 5,6 & 7 indicate hardware
application usage.

Alsc of interest was the mantion of other softvare
packages. The following list includes the name and the
number of times mentioned: MS Word (3)3 Mumps (1)3 Pace
(1)3 Framawork (1)3 Volkwriter (1)3 SRS (1)3 CAD {(1);
Pagemaker (2)3 Qcalc (1)3 Wordmark (1); Foxbase (2); IMS
(2)3 MICSS (1)3 XYwriter (3)3 Clipper (1); Easytrieve (2);
Prowriter (1)3 Windows (1)3 Excel (3)3 All-in-1 (1);
Revelation (2); Realword (1)3 Presto (1)3 and three
graphics packages.
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Where and a2t what Data Processing Level (Job
Ivpe) is the Data Processing Graduate
Employable?

Evployment of Dats Processing Students

Two questions were asked concerning the employment
of students by the respondents. The questions were "In
what job categories have students been hired?" and “What
skills are desired for entry level data-processing jobs?"
The data from these questions are contained in Table 4.5,
and Table 4.6.

8kills in the programming area were desired for
employment by 36% of the respondents. Usage of software
had a 21X response. Skills concerning operations or
oparating systems had a 17% response. No language emerged
as the best although COBOL, JCL, and RPG were the top
choices. Programming skills, without mentionming any
specific language, was reported by 13X of the total
respondents (Table 4.5).

Twenty-one percent of the respondents reported
software mastery to be a desired skill. Software usage
had no clear favorite package although word processing led
the field. Lotus, CICS, and CAD were mentioned (Table
4.5).

The biggest single area required was operations or

knowledge of operating systems. General characteristics
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Table 4.5

Skills Desired by the Industry for
Entry Level Data Processing Employees
n=53

Response

I # of

I % of |

I8hopliRatic_of hardware use

{ responsesl|. isizel mnf. mini micro
Programming —-
as a skill 7 13 243 AAX AN X
COBOL 4 7.9 184 ARX nX
JCL 3 5.6 180 NN
RPG 11 & 111 3 5.6 126 b HAN
Fortran 1 1.8 8 X
c 1 1.8 8 RN
Totals 19 36 751
for programming
Softwares use --
as & skill 4 7.5 79 X RN
Word Proc. 2 3.7 4Q x RUN
Data entry 2 3.7 18 p | HAR
Lotus 1 1.8 35 NN
€cics 1 1.8 25 RRX
CAD 1 1.8 a AAN
Totals 11 21 205
for software
Operations 9 17 205 AR HHN
Edu/Degres 8 15 397 ARX ARN 73]
DP exp. & Trng 6 i1 131 RN KRN
Intell., logic,
Motivation i2 23 432 RN Y33} ®X
Computar 1lit. 3 9.6 73 3] AN
cht. s Bus. 2 3. 7 85 %, b,
Tech. skills e 3.7 74 X% X

The ist col.:

Response}
3rd col.: % based on the 53 responsesi 4th col.; shop size

2nd col.: number of responsas;

and cols. 5,6 & 7 indicate hardware usage.
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such as education, intelligence, logic, and motivation
were also included in the reasponses (Table 4.5).

Job catepgories within which students have been hired
are displayed in Table 4.6. Five categories were
mantioned by 47 respondents. The categories wareas
programming, operations, technicians, data entry, and
graphics. Programming, with O53% of the responses and a
shop size of 1443, was the leader. Operations was second
with 4@%, and a shop size of 712. ARlthough the difference
between programming and operations is only 13%, the shop
size for programming was over double that for operations
(Table 4.6).

The middle part of Table 4.6 aindicated where
students have found employment. Banking was the primary
employment area. Consulting was second after banking in
the esmployment areas. Although consulting may very well
fit into banking or any industry, 1t was presented as a
separate area due to the respondents answers. Telephone
calls to respondents indicated that most consulting was on
a generalists level. Consultants, although preferring to
work in certain categories of business or industry,
genarally worked with coperations problems where demand
existed, usually setting up systems and maintaining them.

Table 4.6 contains the names of employers who have

hired student graduates.
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Table 4.6

Job Categories in Which Students Have
Besn hired, and Agencies Hiring Them

Based on the response of the questionmaires

n=47

60

Job area | # of | % ofl iShopiBatico_of hardwars usg
{ vresponses | isizel mnf. mini micro
Programming 25 53 1443 KRN RN x
Operations 19 4@ 712 RAR ARX %
Technician 2 4 64 X %
Data entry 2 4 47 % ]
Graphics 1 2 a8 x
Types of hiring agencies
Bankang 11 23 570 RRX AU b3
Consulting 6 13 i7e RHX HAX x
Insurance S 11 288 RRXK HUXK o
Medical S 11 144 RANR ANXR R
Individual employers
Dade Board of Instruction +100 ANX KRR XXX
Ryder Trk. Rental +100 RRXK KRR XXX
Florida Powar and Light +100 AXX X

The ist col.: Job areaj 2nd col.: number of responsesy 3rd
col.: % based on those responding that they had hared
studentsy 4th col.: shop size of respondentsy cols. 5,6 &

7 indicate hardware usage.
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What are the Current Degsires and Expectations of
the Potential Employer of the Data Processing
Graduate Concerning "work experience” and on

the Jaeb training.Z’
Work Experience

The current desires and expactations of potential
employers of the data-processing graduate concerning "work
experience" and "on-the—-job training"” are in Table 4.7.

There were 72 respondents to this question, 48 of
those responding reported hiring data processing
graduates. The requirement of work experience was
reported by 29 respondents. Only 26 of the 29 respondents
indicated the type of work experience desired. Operations
experience led programming by the number of responses ain
the work experience category. When shop sizes were
examined, the data indicated that the bigger shops desired
programming as the work experience skill. The operations
oriented shop had a shop size of 497 and the programming
oriented shop size was 938 (Table 4.7).

The 48 respondents reported that only 11 participate
in a work study program. Although the ratio was about
one-to_three of respondents reporting participation and
non—-participation in work experience programs, the shop
sizes of respondents reporting participation indicated

about 4@% of the jobs were in shops which participated in
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Table 4.7

Desirability of Work Expmrience/Work Study,
According to Businesses Surveyed

oA
Category # of | % ofl % of | Shop |
responsesitotal litem responses ! size |
Hires AS data processing graduates Responses: n=72
Yes 48 58 67 2891
No 24 27.5 33 332
Requires work experience Responses: n=48
Yes 29 33 60 1548
No 19 e2 39.5 1126
Types of work experiences Responses: n=26
Operations iS 17 58 497
Programming i1 13 42 938
Participates in work study program Responses: n=48
Yes 11 13 23 1114
No 37 43 77 1592

Work/study equal practical experience Responses: n=61

Yes 58 67 95 2296
No 3 3 5 150

Work experience a degree requirement Responses: n=27

Yes 26 30 96 295
No 1 1 4 100

The 1st col.: Categories and answers] 2nd col.: number of
responses] % based on n=87; 3rd col.s based on the number
of responses in the category: 4th col.: shops size
reprasented by the respondents.
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work experience programs [.41=1114/2706 (2706=1114+1592),
Table 4.7]. Concerning the question of whether or not work
study was to be equated with practical experience, 95% of
those responding to this item indicated that work study
would be equated with practical experience. The shop size
repraesented by this group was 2256. The number of
responses to the question of whether or not work study
should be a degree reguirament totaled only 27. Of those
responding, 26 felt that work study should be a degree

requirement (Table 4.7).

What are the Emerging Computer Usage Argas, and

What ©Skills will be Needed to Megt the Demands

ef these Specializations?

Usage Areas Emerging an the Future

The question of what job areas or usage areas are
emerging in the future was dealt with both by inquiring of
the data processing professional and surveying the
literature. The response from the questionnaire study is
reported first.

The question concerning those job areas which are
emerging was answered by 48 respondents. Mastery of
database technology led the responses with 19% agreement
that this was an emerging skill area. The concept of
mastery of 4th generation languages had a response rate of
16%.

Networking and telecommunications were mentioned as
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future skills arsas. Emphasis on microcomputer
experience received a 10X response. Personal computer
axperience, operating systems, and graphics all ware at a
10% response level (Table 4.8).

Tables 4.9 and 4.10 contain the data from the content
analysis of 243 articles. The data in Table 4.8 compare
favorable with data from Tables 4.9 and Tables 4.10.

Table 4.8

Predicted Job Areas Emerging in The Future
Based GQuestionnaires Responses

n=48

aaaEErNEIRERREEERRERESENE RERESIREas
Job areas | # of | X of | 1Shopl!

| responses. | isizel
Database 9 19 398
4th gen. 1Ing. 8 16 275
Network/telecom 8 16 184
PC experience S 10 292
Oper.sys/opar. S 1@ 118
Graphics 5 i@ 115
CICS 3 6 174
Exp. Sys/Art. Int 3 6 99
Computerized e 4 72

business pgms.

Voice actuation 1 2 10
Work Station 1 2 ie

The 1st col.: Emerging jJob areas; &Znd col.: number of
responses)] 3rd col.: % based on the 48 responsesy 4th
col.t shop size.
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The predominant theme in the literature was the
expanded usage of microcomputers. This was rated fourth
by the questionnaire respondents in Table 4.8 with a 16X
response. This ia a close relationship to the 16%
frequency rate in Table 4.9. The upgrading of
microcomputers to become workstations or emulate the
processing of the minicomputer were future predictions.
Thirty-eight articles dealt with the future use and
cparations of the microcomputers. Job opportunities in
the microcomputer area were indicated as being the main
thrust of these articles. Secondly, resaarch and
development skills, requiring a more sophisticated
background in areas such as engineering or mathematics,
was predicted as a necessity for future computer
employment. The mastery of database software and
understanding database concepts was projected to be the
third most important development. Business-related usage
of computers was the theme of 27 articles. Combining
business skills with computer skills was suggested by
these articles. Oraphics, mentioned in 20 articles, was
projected to be a fast-developing area. These articles
indicated that advances in microcomputer hardware, with
extended memory and faster processing, opens the graphics
arga to smaller shops with less sophisticated equipment.

Usage areas in the natural sciences, astronomy, weather
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reporting, and geological aresa, were indicated to be
emerging for individuals with computer knowledge. Again
knowledge of these sciences, as well as the workings of
the computer, will be necessary.

Education with the accessibility to massive databases
is opaning up naw fields for data-processing. Interactive
video training was indicated to be a growing computer
related methodology in education (Table 4.9).

Table 4.9

Job Areas Emarging in the Future:
Based on an Content Rnalysis of the

Articles

n=243
S L S R SR N S T S 5 G S IS IR S A 2 T O N 3 A S 5 % SR R SR K S 5 7 N
Job areas | #of | %X of |
(relating to) | art. ltotal.art
PC coperations/usage 38 16
Res & Dav. 34 14
Database 31 13
Business usage er 11
Graphics 20 8
Natural Environmant 18 7
Education 17 7
Artificial Intelligence 12 S
(4th. gen. Ing. &. axpt. systems)
Medical 9 4

Military 8 3

The ist col.: Emarging job areas; 2nd col.: number of
articlesy 3rd col.: % based on the 243 artaicles.
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Artificial intelligence, robotics, and voice
actuation were of little importance as rated by both the
questionnaire respondents (Table 4.8) and the information
in Tables 4.9 and 4.10.

Contradictory data ware found concerning the
networking area. Table 4.8 shows this area to be one of
the more important areas, yet the literature barely
mentions i1t (Table 4.10).

Table 4.10

Job Areas Emerging in the Future
Based on an Item Analysis of Articles

n=243
ErrmmsocrassrocosTsSaSISCES S SN SN ERETS
Job areas | #of | %X of |
(relating to) | art. Jtotal.art
Crime 6 2.5
Robotics 4 1.6
Music 4 1.6
Workstations 4 1.6
Voice processing 3 1.2
Information industry 3 i.2
FBI1 2 -8
Networking 2 -8
Cosmetics 1 b

The 1ist col.: Emerging jJob areas; 2nd col.: number of
articles; 3rd col.: % based on the 243 articles.

Content of the articles is presented in an anmnotated

bibliography.
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What are the Current TIrends Invelving

Integration and Usage of Applications Software,

Systems Software, and Language Packages?
Applications Software, Systems Software, and Languages,
Current Irends

Data from industry indicated that the software ain
place which was most used was the Lotus spreadsheet
program. The usage percentage of 65% (Table 4.4) is
double the rate of individual word processing
packages. When the word processing packages {(Wordstar and
Word Perfect) were treated as a single category, the
percentage S6¥% (Table 4.4, Wordstar: 33% plus Word
Perfect: 23X) indicated word processing could be ranked
second among software packages. The database program,
dBase, was reaepresented with 24% (Table 4.4) as a weak
thard.

The trend for the future as shown on Table 4.7, which
represented data from the industry, indicated that
database packages will move to top prioraity. Agreement
was found 11n the literature confirming this data.
Database was a prime topic for the future in 31 of the 243
articles reviewed. Database was third overall in the
topic analysis of the articles (Table 4.9).

The trand in the usage of systems software {(operating

systoms) can be seen in Table 4.3 and Table 4.9. Table
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4.3 established present industry use of the mainframe
operating systems (IBM's MVS and MVS/XA). Indications of
a 32% usage of these two syatems (Table 4.3) 1lead all
other operating systems. S8hop sizes using these systems,
vwere large at 2399 (Table 4.3).

The literature indicated that the personal computer
operating systems were the systems of the future (38
articles, Table 4.9). Personal computer cperating systems
ware only two percentage points below the combined value
of the mainframe coperating systems (Table 4.3). In Table
4.7, perscnal computer exparience ranked fourth as an
emarging future skill,

The overall trend toward learning operating systems
was indicated in Table 4.5 where operations was the single
biggest response to the question "Skills desired for the
entry level amployee?” The trend of wanting operating
systems people was also reflected in Table 4.7 which
indicated that the leading type of work experience given
students was operations (response rate of those
responding to this question was 58%, Table 4.7).

The current usage of language packages was indicated
to be most commonly the use of COBOL on the mainframe, RPG
on the minicomputer, and BASIC on the microcomputer (Table
4.1). The rasponse from industry indicated that the
languages of the future were the fourth generation

languages (Table 4.7). Twaelve articles in the literature
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pointed to this as a future job area (Table 4.9).

What Chanpes are Taking Place Regarding the

Nature of Data Processing Hardware?
Pata Processing Hardware

The numbers representing shop sizes indicated a
dominance in the mainframe area (Table 4.1, shop size
2806). The literature indicated, Just as it did for
software packages and operating systems, that the personal
computer level of data-processing was the growth area of
the future (Table 4.9). The progress in the development
of the personal computer which perhaps can be better
described as a stand alone desktop computer, has advanced
to a point where, with the high speed chips and extended
memory, these computers are to become the workstations of
the future.

The hardware trend of continuing usage of the
mainframe and minicomputer is shown in Table 4.1, Table
4.2, and Table 4.3. Database, business usage, graphics,
education, artificial intelligence and the other
categories can be aintegrated into the leading topic,
personal computer operations and usage (Table 4.9).
The microcomputer was the main user of the nine software

packages represented there (Table 4.4).
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Summary

The languages which dominate the data-processing area
presantly were reported to be COBOL, RPG, and BASIC. The
pattern of the future appeared to be 4th generation
languages.

The operating systems which dominate the data
processing environment were reported to be the IBM
mainframe operating systems. The IBM minicomputer
operating systems account for one half of all minicomputer
oparating systems usage. The IBM oparating system for the
microcomputer has the majority of the microcomputer
oparating system market. The future pattern was indicated
to be growth of the microcomputer area.

The software which was indicated to be dominating the
market was Lotus. Word processing was a close second,
with database thard. The speculation was that database
will dominate the software market. Networking packages
will also increase in popularity.

The employment of data processing students was
divided antoe the programming and operations areas.
Employers predominantly wanted the graduate to have work
expariance. They indicated they would like to see work
study as part of the degree reguirement. The majority
(95%) agresd to accept work study experiences as work

exparience.
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The skills the future data-processing graduate will
need were indicated to be: programming COBOL, RPG, BRSIC,
and 4th gensration languages such as LISP; mastery of the
oparation systams from mainframes to microcomputers)
knowledge of word processing and database software;
knowledge of the particular business or industrial area in
which the data processing is to be accomplished;
knowledge of networking or software related to networking;

and exparience.
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CHAPTER V

SUMMARY OF THE STUDY

Rationale

The computer science curriculum is a developing
technical area requiring continuing sources of information
to update content. The source of this computer related
information i1s compraised of the members of the data—
processing busainess commuriaty who are expected to employ
students receiving technical training.

A reguirement of this process i1s information which
enables the curriculum planner toc take into account the
the ¢trends and patterns of future development in thas

technical area.

Purpose
The purpose of the study was to determine
characteristics of the data—processaing business community
and to determine what patterns and central themes are

emerging concerning computer usage.

Data
The data consisted of the following:
1. Languages, hardware, operating systems, and

software uti1lized by the data processing business
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community.

2. Information from the data processing business
community related to where and at what level the data
processing graduate is being employed.

3. Progections of future computer-related skills
which will be needed for student employment.

Data indicated (1) emerging computer usage areasj (&)
current trends involvang the integration and usage of
applications software; systems software and language
packages; and {(3) changes taking place regarding the

nature of data processing hardware.

Design

The study design consisted of the following:

1. Developang a questiommaire instrument for
obtaining information from the data-processing business
community.

2. Gatheraing data by submitting the gquestiormaire
to the busivess community.

3. Searching current periodicals for the future
themes and patterns applicable to the computer science
area.

4. Analyzaing the data from both the questionnaire

and the periodical search.
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The instrument was created by 18 community college
data-processing professors. A committee representing the
professors was established to supervise the construction
of the instrument. When content agreement was achieved,
the instrument was submitted to and approved by the three
chairmen of the data—-processing departments on the three
community college campuses.

The instrument was submitted to and approved by the
Data Processang Advisory Board which consisted of
individuals from computer related business and i1ndustry
appointed by the community college to oversee the computer
science curriculum. The instrument was submitted toc and
approved by the Data Processing Management RAsscciation

board of directors.
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The instrument was submitted to the Data Processing
Mariagement Association membership. All 97 active members
of the DPMA completed a guestionnaire. Fifteen
questionnaire respondents were personally ainterviewed.
Eighty-seven different businesses and industries were
represented by the completion of one or more questionnaire

forms.

A search for computer related articles from the May,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



76

June, July, and August issues of 27Q pericdicals was made.
Two hundred forty-three articles were found. The
articles' content was classified into topacs, followed by
a topic analysis. The topic analysis resulted in 24 main
topic areas.
Bnalysas of Data
The information from both the questionnaire data

collected and the articles was entered into a database for

analysais. The analysis took the form of frequercy
counts {(generally reported as percentages), specafaic
employment information, and graphaic 1llustrations.

Results were reported in table form for ease of

interpretation.

Summary of Faindings

1. The programming languages COBOL, RPG, and BRASIC
dominated respectively the mainframe, minicomputer, and
microcomputer programming areas. The language pattern
relating to future expectations indicated the emerging
importance of 4th generation languages.

= The operating systems used in the data-
processing environment were the IBM systems. The IBM
operating systems were the systems used in the mainframe
and microcomputer areas. The IBM minicomputer operating
system’s usage rate was close to being equal to all

competitive operating systems® usage rates combined. The
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growth pattern of operating systems' usage was indicated
to be in the microcomputer area. The development of the
small stand-alone desktop computer into a super—-efficient
workstation raivaling the minicomputer, was projected.

3 The software package which had the largest share
af the software market was Lotus (a spreadsheet package).
Word processing software had a usage rate which ranked
second to Lotus. Database software had a usage rate which
ranked third. Data indicated that database systems will
dominate the software market in the future. Networkaing
packages' usage rate will also increase.

4., The employment of data processing students was
in both programming and operations areas. Employers
wanted the graduate tc have work experiernce. Emplayers
indicated they would like to see work study as part of the
degree reqguirement. A magority of employers agreed to
accept work study experiences as the egquivalent of work
experience.

G The skills the future data processing graduate
will need were indicated to be: programmaing COBOL, RPG,
BASIC, and 4th gereration languages such as LISP; mastery
of the operataion systems from mainframes to
merocomputers; knowledpe of word processing and database
software; knowledge of the particular business or
industrial area ain whaich the data processing 15 to be

accomplished; Knowledge of networking or software related
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to networking; and work experience.

Conclusions: Trends Indicated by the Study

The following conclusions concerning the future of
the data processing area were indicated by the data:

1. Microcomputers are becoming more powerful and
will be developed into work stations with the power equal
to the minicomputer.

. The microccomputer/work station concept wall
enable graphics and many design software packages to be
accessible to smaller shops and also the data processing
student.

3. Computer assisted manufacturing, computer
assisted design, and computer assisted engineering will
to be the software packages of the future.

4. Modeling, wire frame and solid, will be used
in computer assisted design areas.

9. Development and use of expert systems will be
dependent upon 4th generation languages.

6. Networking and telecommuracations are areas
which will be integrated into the curriculunm.

7. Interactive video traivang in the computer
assisted education area 18 replacaing all ather
traditional software instructional packages.

8. Database wi1ll be used in all information—

intense areas.
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9. Use of CICS software with COBOL in the
interactive data processing envirorment will be the
standard operating procedure in the COBOL mainframe
shop.

1¢. Voice actuation processing will be developed

to the point where keyboards will become unnecessary.

Recommerdations

The following recommendations for curriculum
planners are indicated by this study:

1. Make the programming area the main emphasis of
the instructional program.

2e Make the coperatiorns area (krnowledge of operating
systems) the secondary area of corncern.

3. Make a computer-related work study program a
permanent part of the computer science curriculum.

4. Emphasis the mainframe languages for purposes of
increasing employment prospects.

S Offer the students the opportumty ta master
certain software packages to erhance employment prospects.

6. Integrate the krnowledge of banking or finance
anto the computer science curraiculum.

7 Make all language courses include database
skills {(utilizing that language to learn database) as part

of course content.
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8. Give main emphasis in operating systems
coursework to operating systems whaich deal with
multiprogramming, and virtual storage capabilities.

9. Language skills to be taught are COBOL for the
mainframe, RPG for the minicomputer, and BASIC for the
microcomputer.

16. Direst hardware acquisition considerations to
the IBM-manufactured (or equivalent equipment) mainfrane,
minicomputer, and microcomputer. The minicomputer area
may ainclude the Digital Equipment Compary’s equipment.

11, Software packages for students to master are
Lotus, Wordstar, Word Perfect, and dBase.

i2. In planning curriculum, people should follow

thais design (of this study.)

This study should be the first 1n a series of
studies which have the purpose of obtairiang information
for the continuing development of the computer sciernce

curriculum.
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Introduction
Thais search of the literature reported in the
annotated bibliography form 1s tec examine the future
prospects of computer usage areas. Implications or any
facts about any particular industry, are mearingless
without some information as to the health and vitality of
the industry in questior. Therefore information relating
to these barometric factors as well as factors of
historical saignificance, factors of competitive forces,
and factors of long term research and development, are
included.
The topic headings are presented in  alphabetical

order.
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Bulkeley, William M. Selling software that's hard to

descrabe: Lotus?! Agenda poses problems in  marketing.

The Wall Street Journal, July 1i, 1988, £3(188), p.19.

Lotus introduced a pramatave artificial
intelligence package and had difficulty marketing it.
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Carr, Clay. Making the human—-computer marriage work.

Trainaing and Development Journal, May 1988, 42(5), 65—
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T4.

The future use of database techwnology will be the
factor for a successful marriage of the computer and
the human. The use of artificial intelligence
systems will make this technology possible.

Cetron, Marvin. Into the 2ist century. Futuraist, July/Rug

1988, Z2(4), 29-40.

Predictions of what 1s coming in the Zist century.

Hawkins, William J. Artificial results. Pgpular Scaience,

August 1988, 233(2), p.l14. (b).

———

Artaificial aintelligerce packages using LISP are
being developed by Apple and Texas Instrument.

Holloway, C., Hand, H. Who's rurning the store, anyway”?

Artificial intelligence. Business Horizonms, March—-Rpral

e o o e i i . s e e T e e 2

1988, 31(2), 70-6.

Artificial intelligence programs could be used to
run the country.

Kozlov, Alex. Aristotle in the fast lane. Discover, July

1988, 39{(7), 75-9.

A researcher working with artificial intelligerce
at Yale Universaty created artificial aintellagerce
programs to take the place of travel agents,
stockbrokers, and insurarnce agents.
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Rice, Patrick. Survival of the fittest. Tech Exec, June
1988, 30-9.

Businesses, especially banking, must computerize
or they are lost. The expert systems used requare
the artificial intelligence element to assist in
decaision making.

Shepard, Susan J. Sophisticated expert. BC Tech Journal,

July 1988, &(7), 106-119.

PC-Plus, an expert system developed by Texas
Instrument, has the database procedures built into
the operating system and uses a LISP edaitor.

Sullaivan, Daniel M. Allaying fear of rnew technolcogy. USA

Today (the mag.), July 1988, vol. 117, nc. &518, 72-4.

A natural language technrology has been developed
whaich with a database and RI technology can answer
questions.

Weston, Frederick C. Computer integrated manufacturing

systems: Fact or fantasy. Business Horizons, July-—

e v e S e e e st e s e S Vs Sy Sy

August 1988, 31(4), 64-8.

The wave of the future i1s computer integrated
manufacturing. £iIM integrates robotics, CAD, and
CAM into artaificial intelligence systems.

Yeager, Judy. Programs: Algorathms, languages, and

translators. News/34-38, July 1988, 1&6—-141.

The ¢trend in languages is toward "applications
generators.” The fourth gevneration artificaal
intelligence languages meet these pgoals.
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Carrcll, James R. ARir traffic growth outpaces safety

system, Study finds. Detroit Free Press, July &8,

1988, p.7a.

The air traffic control system weeds to be
immediately updated.

IBM wins bid to upgrade air traffic contrel system.
Detrocat Free Press, July &£7,1388, p.6b.

IBM was awarded a 3.55 billion dollar rencovation
contract for the air traffic control network.

gOtt, James. Regional airline association shown yield
maviagemert system. Avaation Week and Space Techrnolcgy,
June 1988, 1z8(&6), p. 72.
Control Data Corp. developed a $200, 000

computer based information system for the regional
commuter airline.

Shaifrain, Carole A. FAR completes +transation to host
computer system. Avaation Week and Space Iechrnclcny,
June 1968, 1g8(26), p.6B3.

The FAAR spent %12 billion for a modervization
plan to update the present computer system.
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Bamber, greg J. Management strategy and new technology in

retail distrabution: A comparative study, Journal

s G Sy S e S

Management Studies, May 1988, g5(3), 197-215G.
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The largest food distraibution center in Australiz
1s campletely computerized.

ef

Banks, Howard. What's ahead for business? Eorbes, July

2s, 1988, 142(2), p.31.

Almost all sections of the U.8. industry, from
haigh—-tech chap makers to rust belt sections, are
taking part 1n a splurge of capital investment.

Birnbaum, Jesse. Dialing for dollars. Money, July 1388,

17(7), 839-93.

Banking institutions have integrated computers
into their banking systems so that customers can pay
bills, make deposits, or perform banking tasks from
their homes or offices.

Brown, Merrill. The chanrels achievers. Channels, 8(6),

Jurie 1988, 33-61.

An analysis of the data from the communications
database.

Bulkeley, William M. Special systems make compiling less

traumatic for top executives. The Wall Street Journal,
Jure &0, 1988, £3{(174), p.iS. b).
Top executives nrneed to learn the use of the

desktop computer to tap inte the anformation
gererated by their company.
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Coble, Karen. Computers cater exact hog rations.

Successful Farming, May 1988, p.32.

The computer can be used to help agraibusiness by
controllang the environment and feed marnagement to
raise hogs more profitably.

Dear, Edwin., HKunze, Kent. Recent changes in growth of U.S.

multafactcr productavaty. Monthly Laber Revaiew, bMay

1988, 111(5), 14-9.

The multifactor productivity index reports growth
v the U.S5. ecorony.

Foley, Mary Jo., Levitt, Don. Unix:What users are sayiwng.

Datamaticrn, Oct. 1, 1387, 33(19), 97-1@8.

The Unix operating system has freed business and
industry from single vendor's constraints. The
programming envaronment plus the multiuser
capabilities make Unix an ideal system.

Grieves, Raobert. The power of two years. Forbes, July 11},

1988, 14£(1), p.1ii4.

Burrcoughs acquired Sperry for 4.8 birllion dollars
and named 1t Unasys. The success of the Unisys
veriture which had revenue of 9.7 billion v the
second year was attributed to the pguiding strategy
whaich was to serve the reeds of the computer industry
where they fournd them, rot to sell hardware.

Hillrick, John. We're being pushed out of the picture. USA

Teday, July 14, 1988, p.2b. (d).

The electronics area employs 2.6 million people.
If the trend to do business with Japan contirnues,
these jobs may be lost.
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Lederer, Albert L. Information systems plarming: Top

management takes control. Busainess Horizons, May-June
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1988, 31(3), 73-8.

The use of computer information accessible to top
management can change the way decisions are made.

Luck~Nunke, Bonnmie. Easing your company inte the computer

age. Perscornrnel Admavastrater, June 1988, 33(6), 13@-

1.

Computerizaing the human resources function of a
company 15 anevitable because the company rmust
increase production and gquantify functions.

Spirig, John E. Software: buy 11t raght. Personnel

Journal, June 1988, &7(&6), S@-9.

Software 1s available for the human resources
furnictions i1ncluding payrall management.

Gantz, John. PC-Based color prepress. Computer Graphics

P21 7P -] -T2 — T

World, May 1988, 11(3), &5-6. (a).

Color proofs of pages can be done on the
microcomputer.

Gantz, John. Sclid mocdeling Computer Graphacs World, Jure

s e gt o oo s e gy w00 G

1988, 11(6), p.&5. (b).

Solid mecdeling 1s the animated 3-d model on the
screen. Previcusly wireframe modeling was the only
pessibility due to the constraints on memory and
speed. With the advent of the 32-bit chip and
expanded memory, solid frame modeling i1s feasible.
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Lewyn, Mark. Price wars rock workstation firms. USA Today,

July 19, 1988, p.3b.

Workstations used for CRAD, CADD, and CRE were the
fastest growing segment of the computer market.

Lockweod, Russ. The many faces of the 386. Personal

Computing, July 1988, 12(7), 9@-6.

The 80386 chips are speeding thaings up for the
CAD operating systems.

Pardor, David. Computer-aided OSteinlager. Yachts and

Yachtaing, May 27, 1988, p.S52.

The Apple PC wath a CADD program was used for
yacht design.

Putka, Bary. Apollo to post @nd—quarter loss in the bag

reversal. The Wall Street Journal, July 8, 1388,

— e —— v s o s s e fu Shite Sie

69{187), p.4.

Sales were depressed because orders were less
than expected from Eurcope. The present mavrket for
the Apollo workstation as a CAD tool 15 increasing.

Ross, Steven. Autofad version 9.0. Archatectural Record,

S S St G S Sk S g D SAAMD Gt e U St e G B SO

May 1988, 159-161.

Costs necessary to utilize thas software are
comparatively low.

Stubbe, Gordon Lee. Computers: Three dimensional mcdeling

with PCs. Architectural record, May 1988, p. 157.

LA N3 PP A3 TP 1 AN~ T T 22

The computer generated three daimensional model is
required of architects 2f they are to keep pace with
their complex and changing profession.
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Computer Chips

Byrne, Erin K. et al. Design of monomeric arsinogallane

and chemical conversion to gallium arsenide. Science,

July 15, 1988, 241, 332-4.

Chap research on making faster chaips.

Cole, Tim. Programming hypercubes. Pgpular Mechanics, June

1988, 165(7), p.14. (b).

The worlds fastest hypercube has been developed
by the Sandia National Labs. The hypercube 15 made
possible by the use of 18024 microcomputer CPU chaps.

Gilder, George. Who caused the D-Ram crisis. Forbes, July

25. 1988, 142(2), 70-1.

The end to Japanese supremacy 1S not the
protectionist moves 1like the Semiconductor Trade
Agreement, 1t 215 the production of high qualaity
product.

Hillkirk, John. Computer makers in crisis. USA Today, July

7, 1988, p.i. (b).

The price of computer chips has jumped 30@% 1w
one year. Memory chaps. have a 25% price increase.
In 1988, one billion chips were produced. This
figure did not meet the demand.

Lockwocod, Russ. The many faces of 386. Personal Computing,

July 1988, 12(7), 90-6.

The 8@386 chips are speeding things up for the
operating systems which use them.
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Miller, Michael W. Hybraid chip soclves incompatibility

problem. The Wall Street Journal, July 19,1988,

683(194), p.27. (b).

The Texas Instrument research department has
found a way to create a Tfaster chip which w21l
translate electrical signals into laser light.

Petersen, Ivars. Striping a molecule to gallium arsernade.

Scaierce News, July 16, 1988, 134(3), p.38.

Manufacturang problems for the high speed chips
have been solved.

Sieling, Mark S. Semiconductor productivity gains linked

te multaple irmovataions. Monthly Labocr Revaew, May

1988, 11i1(5), 27-31.

Irmovative thainking has lead to the growth of
the semiconductor industry in the U.S.

Siwolop, Sana. These computers hear you loud and clear.

Busainess Week, July 4, 1988, Nc. 3@53, 1@3-1Q.
The 2@ million instructions per second RICS chip
15 being used to convert PC's to work stations.

Craime

o e e o s

Esterow, Milton. Confessions of an art cop. frtnews, May

1988, 87¢(5), 143-7.

Prominent art 1s stolen, openly displayed for
years and fainally recognized. Art craime 1s the
second largest international craime area. The
sclution 1s to create a computer database system to
process and keep track of artwork. Thais information
should be accessible to anyone with a moden.
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Gwyne, Peter. Science and technolagy against corime. The

World and I. June 1988, 164-9.
Computer based photograph i1mprovement can help in
selving corimes.

Kimsey, Judy. Museum cataloging. Computer Graphics World,
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May 1988, 11(3), 25-6.

Visitors will be able to use a computer based
catalog to bring up the images of a painting or
sculpture. It wi1ll enable individuals to zoom in on
important details, compare works of different
artasts, and even change the look by altering
shading. This will also help prevent theft of art
objects for they can be easily identified.

Lickson, Charles P. The ever-present employee computer

crame problem. Tech Exec, Jurme 1988, 47-8.

Computer crame is costing business and industry
hurndreds of millions of dollars annually. When
caught, the employees are seldom prosecuted.

Paulson, Morton C. Keeping the right records. Changaing

Taimes, 42(6), June 13988, 47-506. (a).
Individuals need toc keep their own recovds to

verify the computer generated records hkept by

business, industry, and government agencies.

Paulson, Morton C. Someone’s got a file on you. Changing

Times, 42(7), July 1988, 41-6. (b).

Extensive files are being kept on individuals
concerning credit, health, income, habits, lifestyle,
and almost any area possible. Records kept by
agencies both goverrmental and private have been
found to be inaccurate.
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Peck, HKeenan. High—-tech house arrest.

The Progressive,
July 1988, S5g(7), 26-9.

Electronic monitoring of the coriminal under house

arrest is used in over 100 jurisdictions eliminating
the need for jail space.

Sacks, Jeffery J. A cluster of unexplaivied deaths in a
rnursang home ain Floraida.

July 1988, 78(7), B8@6-8.

Shifrin, Carole RA. FRR completes transition to host

computer system.

June 1988, 1z28(26), p.83.

The FAA has $12 billion for a modernization plan
to wupdate the

present computer system to track
suspect aircraft worldwide.

Database

Burg:, Michael. Database. Chanrnels,

________ a¢e), Jure 1388, 82-7.

This article reports information from the massive
communications database concerning advertising,
rnietwork ratings, cable television rataings, and
information about buying and selling television or
radic stations.

Evans, Brenda. The

status of black males in America:

a
database search.

________ May 1988,
43(5), 401-2.

The searching of databases of information as
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becoming a problem because databases are becoming

more complex. The searching for information requives
a search stratepy.

Gay, Verne. Arbitron joins ravals. Advertising Lge, June

1988, 55¢&7), p.1iz.
Control Data Corp. plans to install 18,000
television scanners in homes across the country and

hook these scamers to & central computer. The
infarmation will accurately report television usage.

Gray, Geri. A clinical database for advanced cancer

patients. Cancer Nursiwng, 11(2), 1388, 77-83.

A database was created and analyzed to produce a
comprehensive study of 1,103 cancer patients.

Khana, Burcharan S. On electronic communication for

anthropologists.  Curvent @nthrepelcogy, Apral 1388,
29(2), p.112.

fAinthropologists are not aware of who 15 doing

what and where. A massive database 1s proposed to
indicate to the profession where and what everycne 1s
doing. Also information as to progjects in the

plannaing stage would be included.

Miller, Holly G. Cornected for success. Dnline Today, June

1988, 14-19.

The massive database CompuServe i1s available to
the PC owner with a modem.
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Miller, Michael W. Portable PC 1s used as notepad. The

Wall Street Journal, July 1&, 1988, £3(189), p.31. (d).

Linus Technologies Inc. has a portable computer
which allows the user to write on the glass screen
with a stylus. The machine than converts the writing
anto typed text.

Miller, Michael W. Software to improve database searches.

The Wall Street Jourral, July 12, 1388, 63(183), p.3l.

O i A o e e s e A D o Souts s (o S o P S o

{e).

A database search can be made mcore efficient
with software managemewnt programs.

Muller, Joann. HKnight-Ridder plans to buy data comparny.

T o G . i e G e S i e MY S S e S

Detrcit Free Press, July 12,1388, p.4c.

The Dialog Information Services davisiorn of
Lockheed Corp. was purchased by Knight Ridder for 353
million dollars. Dialog braings Knight Ridder 155
million references and 320 databases with 92,000
subscribers in 86 countries.

O'Malley, Chraistopher. Persoral information manager.

Personal Computing, July 1988, 12(7), 125-8.

The personal information manager, PIM, uses low
level artificial intelligence to help the business
man organize his activaties and enter them into a
database.

Paulson, Morton C. Keeping the right records. Changing

Times, 42(6), June 1988, 47-5@. (a).

Individuals need to keep their own records to
verify the computer generated records kept by
business, industry, and government agencies.
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Paulson, Morton C. Someone's got a file on you. Changing

Extensive files are being kept on indivaduals
concerning credit, health, income, habaits, lifestyle,
and almost any area possible. Receords kept by
agencies both goverrmental and praivate have been
found to be inaccurate.

Smath, Lani W. Microcomputer bases bibliographic search.

Nursing Qutlock, Mar/Apr 1988, 37(2), 185-7.

Approximately 250,000 articles are published
yearly in the health science area. The database
required to process this anformation reqguires a
management system.

Tellow, Karin. Computer aaided planning moves to compact
disc and creates more opportunities for designers.

Interaors, Jure 1988, 147{(11), p.39.

e s v e s St e St oot

Compact discs are being used for g-dimernsional
CADD programs creating massive storage capabilities
for the database required for graphic usage.

Evivironment

T s i o S e e S v o et

Berry, Richard. Thinking telescopes. Astroncmy, Aupg 13988,

16(8), 42-6.
The rnew generation of telescopes 1s the automated

photoelectric telescope. Computer operated, they
record and observe endlessly.
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Brocius, Daniel. A hands-off approach. Earth Science

Sprang 1988, 41(1), &25-7.

fin Automatic Photoelectric Telescope 18 being
operated by the Smithsonian's Fred Laurence Whipple

Observatory.

Prentice, Gary S. Do—it-yourself image processing. Sky and

Telescope, Rug 1988, 76(2), 142-6.

image  processing of images

Do-it-yourself
much

related to astrorniomical research can extract
anformation from hard-won picture images.

Gurtz, M. E. Development of a research management system.

of Scuth Carclaina, 1386, Nc.l16, 26-33.

The computer based research management system 1is
replacing all other systems.
Halfpermy, J. Climate calendars. Bioscience, Jurne 1988,
38(6), 399-405.
n

Computer graphics reveal weather patterns
large databases that are useful to ecologists.

Previously most data was presented ain terms of
statistics. Graphics enable the ecolopgist to

comprehend massive amounts of informaticn.
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Michener, W. K. Data management and long term eccleogical

research. Research data management in the Ecologigal

Sciences, Universaity of South Carolina, 1986, No. 16, 1~

S St Mo 00 Pasee S Mt S . o) 5 St W Souee o Vet O BN Gmae b e Gt S S S it o P S S e

8.

Computer data management has revolutionized the
ecological seciences.

Resser, P. G. Overview of research date management.

Research data mawnagement in the Ecological Sciences,

SOG GMS S GE Sbey At S S 0 A G Ty e O e W D G e s e e e Svels St S e e S Gy p—2—TA—1

Uraversity of Bouth Carclina, 1986, Nc.l6, 39-22.

— S G g St S350 S

Various research data management systems are
explained.
Stafford, 8. G. Data management procedures in the

Ecological Sciernces. Research data management in  the

1986, No.16, 93-114.

Data management procedures in the ecological
sciences area are computer based.

Griffain, Kelley. New eguipment will panpoint severe

weather. Detrcit Free Press, August 3, 1588, 158(88),

p.7c.
Twoe out of every three severe weather warrnngs

are wrong. The computer with high powered radar can
be used to correct thais problem.
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Hawkins, William J. Electronic newsfront: weather. Popular

Science, August 1988, 233(2), 14-5. (a).

The PC computer can be converted to a home
metecrological center.

Hawkins, William J. PC predictions. Popular Science,

August 1988, 233(2), p.14. (o).

Weather watching with the PC has become possible.

Kierein, Tom. The hi-tech world of TV weathercasting.

Weatherwise, Jurne 1388, 41(2), 15@-4.

Computer graphics are used for the background
display on the television weather show.

Werming, Carl J. Earth satellaite forecasting. Sky and

Telescope, July 1988, 76(1), 7@¢-1.

A PC can be used to predict the orbits of
satellites and when they will appear overhead.

Ayala, Susan. Legal—-graphics firms spread as lawyers use

more visual aids to make their cases, The Wall Street

Journal, July 21, 1988, 63(196), p.17.

The use of computer graphics in the court room
gaves saignificant advantages to lawyers.
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Berney, Karen. Graphics come of age. Nation!s Busainess,

. T S S S U s v (i S G S S G S

June 1987, 75(&), S53-5.

Neo-fuss software and affordable hardware for the
PC create hagh quality graphics. Slades, charts,
overhead transparencies, and other visuals can be
easily made.

Cavuote, James. Electronic publishing. Computer Graphics

World, June 1988, 11(6), 83-4.

Desktop publishing was a& phencmenon of 1386-1987.
This helped redarect the PC market so as toc avoad a

slump. Desktop publishang has focused interest on
laser printers, color ocutput systems, larger screen
displays, high resolution screens, and erhanced

graphics software.

Gantz, John. PC-Based color prepress. Computer Graphics

e B S e T v o o oo K it o .

World, May 1988, 11(3), 25-6. (a).

Color proofs of pages can be done on the
microcomputer,

Gartz, John. Sclid medelaivng Computer Graphics World, June

1988, 11(6), p.&5. (b).

Sclaid modeling 1s the anmimated 3-d model on the
screen. Previously wire frame modeling was the anly
possibility due to the constraints on memory and
speed. With the advent of the 32-bit chip and
exparnded memory, sclaid frame modeling 15 possible.

Halfperny, J. Climate calendars. Biosecience, Jurne 1988,

— e St oy O s G S S o

3846), 3939-4@G.

Computer graphics reveal weather patterns in
large databases that are useful to ecologists.
Previously wmost data was presented in terms of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



16

statistics. Graphics enable the ecclogist to
comprehend massive amourts of information.

Herderson, John. fAnalysis of kinetic data with a

spreadsheet program. Journal of Chemical Education.

o e e . s oS3 W - S e R e S s v v T e e weven s e S5 P b

June 1388, 65(6), p.1350.

Commercial spreadsheet programs provide chemists
with a powerful tool for performing calculations on
data sets and seeing the results graphically

displayed.
Hawkins, William J. Electronic newsfront: weather. Pgpular
Science, August 1988, 233(2), 14-5. (a).

The PC computer can be converted to a home
meteorclogical center with a full graphics output.

Ticer, Scott. Daigital Commurication Associates Inc.

urusual trail to high tech's big business. Busiress

Week, July 4, 1988, No. 3059, p. 104.

Digatal 15 promoting a lirve of PC to mainframe
cormections. The future thrust 1s to develop
networks that enable the PC user to have work station
capabilaties allowing for the use of graphics or
CADD.

Travis, Mike. Image processing goes color. Computer

Graphics World, Jure 1988, 11(6), 87-%.

True color 1s a rarity in the computer graphics
area. Only waith the most expensive system i1s true
color approxaimated.
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Information

Cetrony, Marvin., Into the 21st century. Euturist, July/Aug

o St et ity S S ot

1988, 22¢4), 29-40.

Predictions of what 15 coming in the 2ist century
emphasize the coricept of the "Information RAge.”

Buckley, Chris. Counting the cost of ISDN. Datamaticn,

Oct. 1, 1987, 33(19), £6-30.

The costs of amplementing Integrated Services
Digital Network are substantaial in both morey and
1nconvenience. The value of equipment made obsclete
by the rew system may exceed any benefits.

Duncanson, Jay., Chew, Joe. The ultimate link. Byte, July
1988, 13(7), 278-z86.

Integrated Services Digital Network (ISDN) 1s the
technology that aintegrates digitized voice and data.
Thais applies not only to computer data but to fax and
videc transmission.

Hillkairk, John. Commuting by computer. USA Today, July 15,

1988, p.7b. {(a).

A five employee business i1s run from 170¢ miles
away by use of telecommunications. The use of
computers with modems enables individuals to use the
home as a workplace.

Seghers, Frances. Three billion—-a-year information
andustry. Busivess Week, July 4, 1988, Nc. 3053, p.
134,

The information industry 1s valued at 3 billion

dollar. A major part of this aindustry 15 the
repackaging and sellaing of public informaticon.
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International

Hudson, Richard L. Computer companies struggle to cope

with cooler market in West Germany. Th Wall Street

—————

Journal, July 21, 1988, £9(196), p.l2.

The European market for computers has cooled
down.

Miller, Michael W. IBM continues consclidatiori draive with

shake~up of marketing operations. The Wall Street

Journal, July 19,1988, £9(194), p.2. (o).
IBM 15 consolidating the marketing divisions both
domestic and foreign.

Tonsmeire, Arthur Jr., Lager, Rocbert. The economy of

Henduras. Caribbean Today, 2(3), 1387, 8-3.

AID gave Honduras 147.5 mllion to examine
weaknesses i1n economic growth. The computer run
massive database will be created and maintained by
the Foundatiornn of Commercial Investigataion and
Development.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



109
Japan

Faorester, Tam. The wmaterials revolution. Futurist,

July/Aug 1988, 22(4), 21-5.

The Japanese, realizing the importance of nrew
materials development, funded a 400 million dollar
program for testing, research, and development.

Greene, Bob. Computers, toilets have Japan talking.

Detroit Free Press, August 4, 1988, 158<(89), p.l1Sbh.

2ot - e

The move away from the technology related faields
an Japan may signal the demise of the technology
related culture there.

Hillkirk, John. Fujitsu vice president bridges culture

gap. USA Teoday, July 15, 13988, p.&b. ().

A subsidiary of Fujatsu, Japan's number one
computer maker, has been opened in Silicon Valley.

Hillrick, John. We're being pushed out of the pacture. USA

Today, July 14, 1988, p.2b. (d).

The electronics area employs 2.6 million people.
If the trend to do business with Japan continues,
these jobs may be lost.

Moy, Joyanna. An arnalysis of unemployment and other labor
market indicaters. Mowmthly Laber Revaew, Apral 1388,
111<¢4), 39-5@.

The Japanese unemployment picture i1s percentage-
wise increasing over U.S. urvemployment.
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Price, Robert M. Superconductors propel technology.

Vital Speeches, May 1, 1988, S4(14), 435-8.

Although the U.S. 1leads in the development of the
supercomputer, Japan i1s close behind.

Suzaki, Takahiro. A hallow future for Japan. Futurist,

May/June 1988, 22(3), p.33.

Predicts an exit of young able technologically
inclained workers from Japan. This will deprive Japan
of creativity and vitalaity which will ultimately lead
to Japan's downfall.

Weod, Robert C. Japan'’s economic mess. National Review,

July 8, 1988, 4@(13), 39-40.
The Japanese government shows little interest in
iamprovaing the standard of lavaing in Japan. There 1s

money aplenty but no way to spend 1t to improve
living conditions arcund the major work areas.

Jobs
Bailey, Julie. Jobs for women in the rareties, MS, July
1988, 17(1), 74-9.

Women will faind more opportunity to work in the
home with the advent of the home computer and the
modem.

Elmer-Dewitt, Phillap. Wowing’em with wizardry. Time,
July 18, 1988, 132(3), p.S7.

Computer technicians were kept busy at the

Democratic convention by 250 computers used to

deliver anformation wath a crude artaficial
antelligence system.
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Lupo, Nunzioc. Fast Track at GM. Detroit Free Press, ARugust

7, 1988, 158(92), p.lc.

The +track to top management a1s +through the
technical areas rather than sales and marketing.

MecCandles, Holloway. The 1@ worst careers for women.

Workaing Womern, July 1388, 65-6.
Word processing or data entry are the second
"worst" career for women.

Micheli, Robin. Home 1s where the office 1s. Money, July

i988, 17¢(7), 69-79.

Marketing strategies are for the computer in the
home to be an extension of the workplace rather than
a toy.

Siverd, Eornrie Extra Cash. Working Womern, July 1988, 38—

e S e S oo o P42

1@1.

The second income from word processing, data

entry, and programming can be very good for the home
bound women.

Slutsker, Gary. Charles Wang and his thundering rnerds.

Faorbes, July 11, 1388, 142(1), 118-F4.

Wang’s Computer Associates International, Inc.
employees 450@ people in 22 countries. Wang had
reveriue of 7@9 million dollars. Wang 1s always
looking for rnew software and has a work force of 100@
constantly updating old software. Wang 15 always
hairaing.
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Boling, Rick. New—age malaise. Eguinox, Mar/Apr 1988, 28,

p. 33.

A new sickness 1s appearinge. It concerns
computer users. It 15 called technostress. The
symptoms are abvious. The person becomes a

mechanical extension of the computer.

Galloway, Joseph L. et al. Ask the computer. U,S5. News and

World Repert, July 25, 1388, 1@5(4), p.%.

The u. 8. government 1s installang oe, e
computers in pharmacies to monitor the 32 million
medicare berneficiaries.

Keuch, Nancy. Computer consultant: animated learvarng.

Ameracan Journal of Nursarnmg, July 1988, 88(7), p.l@2.
Interactive video training programs have beew

used successfully for the critaically 111 wnursaing

program. The prcograms are usually rurm on IEBM PCs.

Smith, Lani W. Microcomputer bases bibliographic search.

Nursang Outlock, Mar/Apr 1388, 37(2), 185-7.

Approximately 250,000 articles are published
yearly in the health science area. The database
required to process this informatiorn requires a
managemert system.

Travis, Mike. Image processing goes color, Computer

Graphics World, June 1988, ii(e), 87-9.

o atn oo dhe Voo St e G S W o S S

True color 15 a rarity in the computer graphics
area. Only with the most expensive system i1s true
color approximated. The application of the color
output to medicine for diagriosis 1s significant.
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Diliburto, John. Klaus Schulze: Synthesizer universe. Down
Beat, July 1988, 55(7), _26-8.

The computer based synthesizer was the key to the
making of the complex structures used by a classical
pi1anist.

Evans, Brian. Factual arts: Combining music, math, and

art. Futurast, May/Jure 13988, Zg2{(3), Z39-3&.

With the help of a computer, nmusic and videc can
be derived from mathematical equations.

Woodard, Josef. The Herbie Hanceck interview. Down Beat,

June 1988, 55(6), 16-9.

The computer 1s an important part of the creative
process involved ivi making music.

Bell, Nancy. FY1989 Budget: familiar themes for R & D.

Biosciernces, May 1988, 38(5), 323-6.

The research and development budget 1i1s broken
down inte categories. The agericaes which are
involved in computer related techncoclogy are listed.

Crawford, MHMark. Superconductors: Is Japan ahead. Scaence,

—— oy - o o

July 8, 1988,241, 152-3.

Japarr may pull ahead of the U.S. in the race for
marketing high—-temperature superconductors.
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Forester, Tam. The materials revolution. Futuraist,
July/Aug 1988, 22(4), 21-5.

The Japanese, realizing the importance of rew
materials development, furded a 402 millionn dollar
program for testing, research, and development.

Garwin Richard L. A strategic defense imtiative: a

maginct line in space. The Center Magazanes, 2@8(6),

s s viiap D s S T GO U At i B Sos e S $e S By

Nov/Dec 1987, 45-53.

A breakdown of the SDI budget showing the morey
which 1s to be spent upon this computer controlled
system.

Graves, Samuel B. Institutional ownership and corporate

R
& D in the computer industry. The Academy of

Management, June 1988, 31i(2), 417-27.

The instatutional ownership of technclogy
related firms 1s a problem because of the desire for
short term profits rather than a commitment to
research and development.

Neuman, Stephanie. Arms, aid and the superpower. Foreign

Affairs, Summer 1988, 66(3), 1B44—66.

The sale of arms by the superpowers requires
techmecal traimng. The demard for the haigh tech
training 15 1ncreasing.
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Landau, Ralph. U.8. Economic growth. Scientific American,

June 1988, 258(6), 44-52.

The U.S. economy, 1f it i1s to be saved, must
improve workers skills, support research and
development, and invest i1n technological areas.

Ouchi, William G. et al. The logic of joint research and

developmert. Calaforriaa MNanagement Revaew, Sprang

—— e et o e eot e e St i s s o S Gyt T et Sou AR A R8 A4

1988, 38(3), 9-33.

The Japanese government participates in joint
research and development in the technical areas more
efficiently than the U.S. pgovernment does.

Revenue

Carroll, Paul B. Rig computer companies are expected to

post robust rets for latest quarter. The Wall Street

Journal, July 11, 1388, £9(188), p.8.

The big computer companies are predicted to
report i1ncreased earnings.

Chase, Marilyn. Advanced microc earnings surged in the &nd

quarter. The Wall Street Jourrnal, July 13, 1388,

632(12@), p.4. (&).

Sales of the more advanced microcomputers surged
to 4339 million dollars.

Chase, Marilyn. Intel profit nearly traipled in the

quarter, indicating competitive gap i1s growing. The

Wall Street Journal, July 13, 1988, 69(190), p.4. (b).

p-AL—F LB

Intel’'s profits are up with revenue of 726
million dollars.
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Miller, James P. Apple’s profit up 71% in 3rd quarter. The
Wall Street Journal, July 13,1988, 63(134), p.32.

o — o ) — — o St S ot Phows SO S S St

Apple's profits are up.

Pepper, Jon. Voice mail keeps you in touch. Nation’s

Business, June 1988, 76(&), S54-8.

o s S e e o o

Voice mail, a computer-linked system to sernd,
receive, store, and retrieve phone messages, 1S
increasing 1n usage. Estimated revenues from voice
mail marketing 1s 48@ million dollars.

Sutton, Pamela. NCR profits rise. USA Joday, July 19,

1988, p.1b.

Worldwide orders slipped but domestic sales
increased,
Ticer, Scott. Digital Communicationn Associates Inc.
unusual trail +o haigh tech’s big business. Business

Week, July 4, 1388, Nc. 3059, p. 104,

Digatal 1s promoting a livie of PC to mainframe

cormections. The future thrust 1s to develop
rietworks that enable the PC user to have work station
capabilaties. Revenues of 25@ million were repovted

for this fiscal year.

Robotics

Ll T4

Cole, Tim. NASA's mighty robot riveter. Popular Mechanics,

e e e e s e Vet D s eyt e e S S S bt

July 1988, 165(7), 17-8. (a).

The 33 foot haigh robot raiveter was used by NASA
to assemble space equipment.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



117

Makey, R. H., Sharplin, .A. D. Does technology create

unemployment. USA Today{(the mag.), vol. 116, no. 2516,

24~8.

Technology, especially robotics, will replace
workers overpaid in routine jobs. The aute industry
1s paying over twenty dollars an hour to labor whach
requires only a few hours to master job skills.

T e o T o o ot S o ot it 4vant v it

Arbel, Avrner. The smart crash of October 19th, Harvard

Business Review, May—June 1988, 66(3), 124-36.

Details the use of the computer ain trading on
the stock exchange. Defines arbitrage trading as
done with the computer.

Kates, Arme. Tech stocks terrorize summer rally. USA
Today, July &g, 1988, p.1ib.

High tech stock rallied when the market went
down.

Olson, Walter. What didn't cause the crash. Eortune, July

4, 1988, 118(1), 140-1.

P11

Computer—driven portfolio hedgaing did riot cause
the stock market tco crash.

Elmer—-Dewitt, Phaillaip. Wowing'em with wizardry. Time,

July 18, 1988, 132(3), p.S7.

-

The Democratic convention used 250 computers to
delaiver information with a crude artaificial
intelligence rnetwork which used voice input.
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Parham, Charles. Computers that talk. Classroom Computer

S G e s Gt GO O SO Vst nee SO e e S S Sa0as

Learning, Mar. 1988, 8<6), &6-31.
Computer software whach talks as becoming
available to the teacher.

Pepper, Jon. Vcice mail keeps you in touch. Nation's

Busainess, June 1988, 76(6), S54-95.

Voice mail, a computer-linked system tc send,
receive, store, and retrieve phone messages, 1S
increasing in usage.

Siwolop, Sana. These computers hear you loud and clear.

Busainess Week, July 4, 1388, Nc. 3059, 1@3-1i@.

Voice response computers have been developed.
Thas system does not reguive user's voice
recoghnition traiming.

Sullivan, Darel M. Allaying fear of riew technology. USH

Today {(the mag.), July 1388, vecl. 117, no. 2518, 72-4.

A natural language techwiclogy has been developed
whaich with a database and Rl technclogy can answer
voice—1input questions.

Wages
Lochhead, Carclyn. A shifting U.S8. work force for &

chawnging U.S. economy. Insight, Feb 1387, 3(5), 36-8.

The background of the entering worker consists of
sk1lls which are usually in a few norn—~technical
areas. The entering worker 1s receiving 2 low pay
{$7002 to $3900Q). This 1s due to the servace
crientation of most entry level jJjobs which are
traditionally low payaing.
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Makey, R. H., Sharplin, A. D. Daoes technology create

unemployment. USA Today{the mag.), val. 116, no. 2516,

84—81

Technology has the capabilaity of producing a
higher standard of laivaing but workers in low-level
s5ki1ll jobs will not bernefait.

Zimmerman, Gregory. The econcmics of 8/3x talent. Tech

Exec, June 1988, 3-3.

Salary information on the hagh tech employee was
gathered by a survey.
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Glossary

fAssembler -= a programming language one level above
machine language, also referred to as Assembly. Assembler
is machine dependent which means it will only run on the
type of machine for which it was designed. Usually
programmed only on the mainframe.

BASIC -- a language used mainly on the microcomputer and
minicomputers. BASIC is an acronym for Beginmers All-~
purpose Symbolic Instructional Coding. Differs from other
programming languages due to the fact it compiles line by
line therefore the compiler generates only one error
statement and it stops compiling.

c -— a programming language developed for the
microcomputer.

CIES -- a software package developed by IBM to allow
interactive file processing. CICS is used with COBOL for
file processing.

COBOL. -—— COBOL is an acronym stands for common business
oriented language, it is generally used on the mainframe.

Custpack -- a software package which incorporates other
software packages as desired by the consumer when the
computer 1i1s purchased. (The packages usually include
word processing, a spreadsheet program, and/or a business
program.

Database -- a system of creating and updating files where
all files are written into one master file. Developed
primarily for the mainframe.

dBase -— a commercially produced version of the database
concept usually applied to a microcomputer or
minicomputer.

DEC —— Digital Equipment Company, a prominent minicomputer
manufacturer.

Display Writer -- a word processing software package put

ocut by IBM for the mainframe envirornmant and later adapted
to be used on the microcomputer.
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DOS —- an acronym for disk operating system. Used
primarily on the microcomputar and minicomputer.

Expert system -- a task oriented software package
(generally using a fourth generation programming language)
which progjects future models. Normally used in business
and industry to contribute to long term planning.

Fourth generation language -- languages which have the
capability to self program. Artificial intelligence is
diraectly related to these languages.

Fortran —— an acronym for formula translation. One of the
first machine independent languages. Primarily used for
mathematical purposes.

IBM —- International Business Machines.

JCL -- an acronym for job control language. JCL is an
oparations language which sets up the computer to work
with the programming language of choice. Also it is used
to control file input/output and file structure.

LISP =-- a fourth generation programming language which
emulates the logical sequencing of information.

Lotus —-— a spreadsheet program mainly marketed for the
microcomputer.

Mainframe -- a category name used to describe the top of
the 1line computer. A mainframe is the most powerful and
efficient computer. Although workstations can duplicate
many of the features of the mainframe, the workstation is
one terminal with a single user, the mainframe can support
one thousand such terminals and duplicate the power of the
workstation on each terminal.

Microcomputer -~ a stand-alone computer which works for a
single user and becomes dedicated to the task the user 1is
using it for. Can not do multiprogramming.

Minicomputer -~ a smaller version of the mainframe which
can do many of the programming tasks of a mainframe. Wall
probably support only fifty or a hundred terminals.

Multimate -- a software package used primarily for
networking.
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M8/D0OS ~-- an acronym for Microsoft disk operating system.
Designed by Microsoft Corporation for use on the
microcomputer.

MVsS (MVS/XA) -- multiprogramming virtual storage operating
system for the mainframe. Developed by IBM to fully
utilize the central processing unit's capabilities. The
MVS/XA is an update, the XA stand for extended
architecture.

Network(ing) -— to have more than one computer online so
that computers can interchange information and processing
capabilities.

PICK -- an operating system developed mainly for the
minicomputer.

OP ~-—- an acronym for operating system. The operating
system is a software package whaich contains the
instructions for the computer to function.

Operating systems —-— same as OP.

Operations — the branch of computer utilization which
deals with the physical rumning of the machine which is
the computer. Usually related only to minicomputer and
mainframe environments. The programming language JCL is
integrated into the operations area.

PC/D0OS —- the same as MS/DDS only generally used to refer
to the MS/D0S system used on the IBM psrmonal computer.

PDP —- the name of the minicomputer marketed by Digital
Corporation. The PDP series was called the eleven series.
The name of the computer was usually designated as PDP 11/
something.

Pascal --~ a programming language thought to be an
improvement over BASIC, namad after the early (1623-1662)
Franch mathematician Blaise Pascal.

RPG —— acronym for raport program generator. R relatively
@asy programming language to learn which will output
reports from complex data files.

Symphony —— a software package which combined database and
spreadsheet software.
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UNIX -- an operating system designed for the minicomputer.
Thought by many experts to be the operating system of the
future for minicomputers.

VAX -- a high powsrad minicomputer put out by Digital.

VBASIC —-— a version of BASIC which will run on the
mainframe.

VM, V8, VSE —— the letters stand for "virtual," "storage"
and "multiprogramming.” Three operating systems designed
for the minicomputer by IBM.

VMS -= virtual memory system from Digital Equipment
Company (DEC).

Voice actuation —— a software system which reacts to the
sound of a person's voice.

WANEB =-— a software company name which is the name of the
founder of the company.

Word processing -— a term applied to the use of the
computer as a very powerful typswriters.

Wordperfect -— a word processing software package.

Wordstar —— the first widely used word processing software
package {(marketed in 19580).

Work station -— a stand-alone single user computer (about
the size of a microcomputer) which has the power of a
minicomputer or a mainframe, but only in narrowly defined
aspects of processing. Usually used in the design or
graphics areas. It may be networked to other computers.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX B

Programs Used for Data Processing

15

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



126

A Program to Divide the File into
Fields Contained on each Rescord

1@ REM PRINT OUT FIELDS

20 DIM B(100),B%(40)

30 OPEN “I%, 1, “b3QUESTFL"

4@ IF EOF(1) THEN CLOSE #1: GOTO 160
S5O LINE INPUT#1,AS

60 FOR A=1 TO 4@

70 B{A)=INSTR({B(A-1)+1),As, ", ")1IF B{(R)=@ THEN A=41 ELSE
C =A

80 NEXT3REM rewmove the REM in 90 to print out B{(A)

98 REM FOR A=1 TO C:PRINT B{(R) 3" "33NEXT A

102 PRINT

116 FOR A=1 TO C

120 Bs(R)=MIDs (A%, (B{A-1)+1), ({B{A)—-(B{R—-1))))-1)
132 NEXT A

14¢ GOSUB 18@

150 GOTO 40

16@ PRINT "XXXXXXXXXXX":CLOSE3END

17¢ REM

188 REM PRINT OUT FIELDS

190 FOR AZ=1 TO 40

282 PRINT B${(AZ) 3:IF B$(ARZ)="" GOTO 220
210 NEXT AZ

220 PRINT

238 RETURN
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A Program to Print Out Specified Fields

S REM PRINT ALL RECORDS WITH OVER FIVE DP EMPLOYEES
13 DIM B(100),B%{40)

2@ OPEN "I1I%,1, "biQUESTFL"

30 IF EOF(1) THEN CLOSE #1: GOTO 130

4@ LINE INPUT#1,AS

Se FOR A=1 TO 40

60 B{(R)=INSTR({B{R-1)+1),As,",")3IF B(R)=@ THEN RA=41 ELSE
C =A

70 NEXT

8@ PRINT

9@ FOR A=1 TO C

100 B$(A)=MIDS(AS, (B(A-1)+1), ({(B{A)—(B(A-1))))-1)
11@ NEXT A

115 GOSUB 200

120 GOTO 30

138 PRINT “XXXXXXXXXXX"3CLOSEIEND

148 PRINT B{A) sPRINT As:STOP

200 REM PRINT OUT FIELDS

210 FOR AZ=1 TO 40

220 IF VAL(B$(3)) > 5 THEN PRINT B$(RZ)3" “33IF B$(AZ)=""
GOTO 240

238 NEXT AZ

240 PRINT

250 RETURN
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A Program for Processing Fields

10 REM TO ADD EMP FOR LANG (OR ANYTHING) UBE 140--CHANGE
THE MID LAST CHAR TO = AMT OF CHARS AFTER =SIGN.

20 REM ALSO USE FOR FIELDS -- SPECIFY 3A OR 3a FOR fields
STARTING WITH 3A (OR 3a)

3@ REM WRITE FILE FOR software w/numbers NAME IS MAKEFIL2
40 DIM B(100),DB%(40)

50 OPEN "I",1, "b:GQUESbas2"

60 OPEN "0",2, "xxxuxxxxx*sREM SUPPLY YOUR OWN FILE NAME

7@ 1IF EOF<1) THEN CLOSE #1: GOTO 230

8@ S$=A%

9@ LINE INPUT#1, RS

100 FOR A=1 TO 40

11@ B{A)=INSTR((B{R-1)+1),As, ", ") :IF B(A)=@ THEN A=41 ELSE
C =A

12e NEXT:REM remove the REM in 130-14@ to print B(A)
130 REM FOR A=1 TO C:PRINT B{R) ;" "“3;:NEXT A

148 REM PRINT

150 FOR A=1 TD C

160 B${(R)=MID$ (A%, (B{A-1)+1), {{(B{R)-{B(R-1))))~-1)

17¢ IF A ¢( 8 GOTO zo@

182 IF MID#(B${(R),1,1)="1" THEN LPRINT

B$(R) ;TAB(3Q)B%(S5) :Ci=C1+1

19@ IF A= 11 THEN A = C+}

200 NEXT AsLPRINT:LPRINT

21@ IF A = C+1 THEN PRINT B%$(1)

220 60TO 7@

238 PRINT "TOTAL RECORDS IN FILE " C13:CLOSE:END
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Organization of the Data

The data from the articles consisted of keywords or
topics (when the expression keyword is used henceforth, it
includes topics or any worde representing the articles.)
Keywords were recorded from the articles in their order of
importance. The importance of each Keyword was a value
Judgment made by the researcher at the time the article
was read. The first keyword recorded in the database
represanting the article was designated by placement, the
most important, the placement of the second, thaird and
fourth following keywords indicated a diminishaing
importance. The database was constructed so that any
keyword, combination of keywords, article titles, or
author's name could be accessed in any way that might be
desired. An example might be that the researcher maight
wish to evaluate contents of articles by looking at the
the first two keywords of every article.

The database consisted of four files which had an
interactive processing capability. The files were two
index files, the reference file (the bibliography) and
one data file. The first index file contained all the

raference materials with the index being the assigned
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number of each piece of reference material. The rule
followed was that materials were numbered by the database
in alphabetical ascending order. Titles starting with "A"
were assigned the smaller numbers. The 92 keywords found
in the research were alsc numbered alphabetically in
ascending order.

The data file contained both the reference material
which was represented by a number, and the keywords, alsoc
represented by a number, contained in each piece of
reference materaial.

Therefore, the data file contained 230+ records. Each
racord contained the reference material name represented
by & number, and the numbers representing the keywords
found in that reference. The average reference material
piece contained four keywords. (Descriptive information
on the database which falls into the category "Findings"
is presented in chapter four.)

Databases were created by using the non—document mode
of the word processing program UWordstar. Any word
processing package could be used or simply the MS DOS EDIT

mode would be adequate.

Processing the Database for Writing the Narrative

The first processing step was to determine and record

the titles of the written documents which contained each
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keyword. Since the titles were all represented by
numbers, sach keyword would be followed by numbers
reprasenting the document title in which the keyword was
found. The first few records of the file to be searched
appearaed as follows:

FILE
Record#i

1%#-26-34-24-25-19
Record#2

2#-26—19
Record#3

3%-26—19-81
Record#4

4%-19-81-11

Record#5
S%-37-19-10-58-72

The first record (1%-26-34-24~25-19) begins with a
ong which represents a title of a written document. In
this instance the one represents the article by Paulson
(1988). The numbers following the one (26—-34-24-25-19)
represent keywords. The 26 represents "Database,” the 34
reprasents "Federal Bureau of Investigation Computer
Divigion", the 24 represents "Crime”, the 25 represents
"computer related database errors"”, and 19 represents

"detailed computer usage."

The data was procaessed into meaningful information by
ssarching each record by keyword. A computer program was
written which searched by keyword every record in the

database. The program took the alphabetically fairst
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keyword and searched the file for the existence of this
keyword. When it found the keyword, the program recorded
the article the keyword was found in and continued the
search until all 230 articles were searched. Then the
program proceeded to do the same with the alphabetically
second keyword. This was repeated until all keywords were
used. The result was a 92 record file with the records
containing all the reference material numbers in which
each one of the 92 keywords was found. (A copy of the
computer program used is in this appendix.) The resultant
file appesared as follows:

FILE

Record#i

Artificial intelligence-(69)-(71)-(100)-(125)-( )+
Record#2

Astronomy—{43)—-{65)—-{7) -{(86)—-{ )+

The keyword is listed, 1in the first racord the keyuor&
igs "Artificial intelligence"” and the numbers following the
keyword are the written documents referenced by number.
The number 69 from the first record represents Bulkeley
{1988), the 43 in the second record represents Berry
(1988).

The resultant keyword file was further processed to
determine which of the 92 keywords were actually subsets
of other keywords. For the purposes of careful evaluation
of the data, each keyword had to be weighed individually

for significance. Whaich keywords were subsets of which
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other keywords, and which keyword was the categorical
keyword with the other keywords as part of a subset, was a
decision which frequently required reviewing the
narrative written about <the reference piece which
cortained the keyword. The keyword which was found more
often in the reference materials, was generally also found
to be the keyword designating the set, with the other
related keywords becoming the subset keywords. An example
was the following keyword analysis (from the file):
Interactive video training was found in five references;
Education was found in 17 references; Handicapped was
found in three references. The choice of education as the
set keyword was relatively easy because the interactive
video traiming references and the handicapped references
were also found in the education references. Other
keywords such as music were more difficult because the
four references contained in music had to be split between
the keywords education and art. Therefore, to make these
decisions, it is necessary to have readily available the
individual summaries written on each reference piece.

Of the 92 hkeywords, 24 categories emerged as
reflecting the trends and patterns in computer usage. The
detailed analysis and the rationale for the analysis are

contained in chapter four.
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fnalyzing Instrument Response Data

The explanation of the process of analysis which was
applied to the data from the instrument falls into two
categories. One is the creation of the database, the

other is the processing of the responses.

Creating the Database

Recording the information from the instrument and
creating the database in a well thought out prescribed
marnmer is the key to processing. The actual data entry
could be accomplished by many methods, such as with the
EDIT function which is standard in some form on all
computers, or with a word processing software package.
The word processing software package 1s recommended
because this type of software has a full screen editor and
incorporates many variations of "search"” and "replace"
commands. The EDIT feature, although it incorporates some
of the advantages of the word processing package, s
basically a single line editor and more difficult to use.
The software package Wordstar was used to create the

databases used in this research. The non—-document mode
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was used for all file creation.

The database consisted of approximately 100 records.
Each record represented the responses to one instrument
{(therefore 108 records indicated 108 instruments were
processed. ) The record size was limited to 256 characters
(with the last character position containing the end of
record label.) The 256 character (or byte) record is the
default value for Microsoft disk operating systems when
using sequential files.

Each vecord, which was composed of the answers from
all the questions on the instrument, contained a maximum
of 36 fields. Each field was to contain the response to a
question on the instrument. Although there were 46
response areas on the instrument, the most any respondent
could fill in were 36 due to the mutually exclusive nature
of certain answers (such as 1f the answer to a question was
"yes"” than the follow-up questions to "no” wouldn't be
applicable.) All fields were variable length with a comma
used to indicate the end of the field. Although fixed
length fields are used i1n most commercial database
software, the variable 1length field is a much better
utilization of the space of the record. The varaable
length is determined by the amount of characters needed for
each data entry into any particular field.

The first seven fields of each record were posaitional.
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The first field was always the name of the person fillaing
out the questionnaire. The format for this position was
to have the last name first with one space separating the
last name from the first name. This format of the name
field enabled the names to be sorted without desipgnating
the first name as a secondary key field. All following
fields were separated with a comma. The company name was
put in the second field. The service area was in the third
field, the number of employees was in the fourth field and
the number of data processing employees was placed in the
fifth field. The position in the company of the respondent
was placed in the sixth field, and the "yes" or "no" as 1f
the respondent was involved in the hiring process was
placed in the last remaining positional field.

The remaining fields, 1indicating the answers to the
actual questions, were entered with code characters at
the beginning of the field. Answers to questions marked
"N/A" were skipped. Therefore each record contained the
first seven fields plus the remaining fields whach were
the coded answers to the questions. The code consisted
of the number or letter which preceded the question on the
form. The question number was followed by the response to
the question. For example, if there were a question 18
with a response of "yes"”, 1t was recorded as "13y" or 1f
the response was a word such as "COBOL" then the response

was recorded as "15COBOL". If two words were part of the
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response such as the response to question 15 being
"COBOL., FORTRAN", the response was recorded as
"15COB0OL. FORTRAN" with the period separating each word.
If the response was two words but the two or more words
were actually one answer, then the period was not used to
separate the fields <(for example the written answer
containing three answers "very little, COBOL, FORTRAN" would
be recorded as "1Svery little.COBOL.. FORTRAN"). Questions
with multaiple parts, such as question three, were coded
as "3A", "3B", and "3C". The following portion of the
database indicates how the recording was done:
Marmey Bill,W.RA.Taylor Co., Importing/marketing, 10@, S, Adm, n,
iy, 1Ay 1-2yrs exp prog,2Mini Honeywell.micro, 4Pick,
SFoxBase. Revelation. Lotus. DW3. Wordstar. Graph Master, 6y, 6An,
6By, 6Cy, 7y, 7By, 85trong bus skills, 1in, 11BShop size too
small, 13y, 13MAn
Kantt Cherry,Credomatic of Fl.,Credit Card Processing, 12,
74 Systems Analyst,n, in,2mini. IBM §/&8, 3RP6 111, SWordstar.
DBase I1I Plus.lLotus,6Cy, 7y, 7by, 11in, 12y, 13y
Lawrence Maria, American Bankers, Insurance, 1000, 150, Systems
Analyst, n, 1y, ladepends upon individual,2Mainframe.fAmdahl.mini
«Hewlett Packard.micro.AT&T. IBM, 3aCOBOL, Assembler, 3bCOBOL,
4MVS, 5LOTUS. DBL.. ORACLE, 6y, 6By, 7y, 7Dy, 18good prog, 1in, 13y
The above example consists of three records. The
records pictured rap around so that they appear tc be on

three or more laines. In the actual file the formatting

was 256 characters across, all on a single line.
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The Sort Program

The key program used was a sort program. This program
1s unique in that 1t sorts using the total record as the
key field (the field whaich is to control the sort). The
space occupied by this program in RAM memory is 1505 bytes.
This program utilizes the disk as secondary storage so that
large files can be sorted on computers with RAM memory less
than the file size. Other methods of sorting could be
used, but they were not due to the following reasons.
Software packages which have the sort potential are quite
lengthy and time consuming. The more popular database
program dBase I1I requires 250,000 bytes of RAM memory and
the key fields must be designated. Sorting with packages
of this type, reguires predetermined sort fields, fixed
field lengths, and a fixed amount of fields in the record.
This determination must be made when the file is created.
The SORT utility in MS DOS 3, could be used. Again thas
utilaity requires the key field designations, and requires a
microcomputer which has the abilaity to support MS DOS 3.
The biggest draw back in using the DOS SORT is that it
does not allow processing to be integrated within the sort

procedure.
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The sort program was used to sort into alphabetical
order the file containing the 200+ references which
composed the bibliography, to create the file of topics in
alphabetical order, and to sort the variables in the
heading section of the questiommaire. Alsc this program
was modified to sort question responses for ease of

processing.

The sort program follows:

10 OPEN "0",2, "B:DATABAS1"

28 DIM N$(27,100),B(27),FLN$(27) :REM 27'S EXCEED 26, 100-
MOST FOR ONE LETTER

306 OPEN “I“,1,"BiDB1"

4@ IF EOF(1) THEN CLOSE #1: GOTO 120

50 LINE INPUT#1,RA$

6@ PRINT A%

70 IF A$="222Z" THEN CLOSE #1: GOTO 120

88 A=ASC(AS) -64

9@ B(A)=B(A)+1

10@ N$ (R, B(A))=A%

11@ GOTO 4@

12@ PRINT "FIRST SORT FINISHED"

136 FORC = 1 TO 26

148 IF N$(C,1)="" THEN 210

158 C$=CHR$ (C+64)

16@ OPEN 0", 1, "STFL"+C$3N=N+1:FLN$(N) = "STFL"+C$

176 FORD = 1 TO 100

180 IF N$(C, D) a""  THEN 208  ELSE PRINT

N$ (C, D) sWRITE#1, N$ (C, D)

198 NEXT D

200 CLOSE#1

210 NEXT C

220 PRINT “END"

23@ REM SORT

240 DIM N1$(10@):REM BIGGEST AMOUNT OF LETTER FILE

250 5 = @

26@ S=S+1:1IF FLN$(S8)="" THEN 470

27@ OPEN "1",1,FLN$(8)

280 IF EOF(1) THEN 320

290 L=L+1:1LINE INPUT#1, N$

300 N1$(L)=N$
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31¢ 6GOTO =280

322 N=B(ABC{(MID®(N$,2,1))-64)

33@ PRINT N

340 FOR I= 1 TO N-1

358 FOR J=l+1 TO N

360 IF N1$(I))N1%(J) THEN SWAP N1$(I),N1$(J)
370 NEXT J

38@ NEXT I

390 CLOSE#!L

40@ OPEN “0", 1,FLN$(S)

410 FOR M=1 TO B(ASC(RIGHTS$(FLN%(8),1))-64%)
420  WRITE#1,N1s$(M)

438 WRITE#2,N1$({M)

440 PRINT Nis{M)

45@ NEXT M

460 CLOSE#1:L=0:G07T0 26@

47@ PRINT "AT 470"

480 KILL "STFL*. %"

490 CLOSE#2

G008 PRINT “END":END

This program is here presented in a simple form for
the purpose of understanding the logic. The execution time
of this program can be cut by 95% by eliminatang all the
PRINT statements, putting as many statements as possible on
one line number (the program could probably concentrate
into fifteen statements.) All the NEXT statements could
have the variables removed, or when two NEXT statements
are together, the two variables (retained for purposes of
clarity) could be placed after one NEXT statement (NEXT
Ay B) or NEXT:NEXT could be used.

The sort logic of this program 1s based on a double
sort format. The first sort partitions the file to be
gorted into twenty-six parts. All the records beginning
with "A" are in the first partition, those beginning with

"B" are ain the second partition and so forth. The eipght
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statements from line number 40 to 110 partition the file
and place the partitioned results in RAM memory in an
array.

Lines 13@ to 200 write these arrays on the disk <(or
place them in secondary storage.) These arrays would have
been integrated into the previous step (lines 40 to 110Q)
1f the file partitions were to large for RAM memory.
Storage on a secondary device frees RAM memory for callaing
processing modules at this point an the program. Thas
sort program is a base program to be used for sorting
only. It has the capability of having processing
subroutines used, CHRINING, or the CALL commands inserted.
Memory if not erased (when CHRINING), will have to be
erased with the CLEAR function (due to limitations on RAM)
and therefore the arrays containing the partitions of the
file will be lost.

Modules added check for errors, such as the absence of
numeric fields where they should be, the absernce of capital
letters or lower case letters where required, the presence
of code characters not in the code, and others. Alsc
totals or other counts could be made during the sort for
purposes of verification, to control processing, or simply
to record totals.

Sorting also is a searching procedure in that it puts
all the records or fields together. If equipmant types are

of interest, sorting of the file not only puts equipment
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typaes in alphabetical order, but by putting in alphabetical
ordery, puts all the IBM squipment together, all the ATET
equipment togethery, and all other equipment types together.
Since the file is partitioned and can be accessed by
partition, searching for IBM equipment will take the
processing procedure i1mmediately to the "I" partition and
search this small part of the filae.
The above discussion of the SORT program is an

example of the programs written for the study and the

explanations of these programs.
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QUESTIONNAIRE

Name Company name

Service area (banking, manufacturing, etc.)

Number of employees Number of Data Processing employees ___

Your position in company

Are you directly invelved in the hiring process?

Ingtructions:

Please answer only those questions applicable to your particular
company. Guestions not applicable should be marked "N/A".

1. Has your company hired individuals who have graduated
with an Associate degree in Data Processing/Computer
Science

R { ] ——_No

1F YES

A. Do you require work experience ( )Yes ( ) No
Describe the type of exparience and length
of exparience if relevant.

B. UWhat job category (ex. operations, programming,
etec.)?

i1F NO
Why not? Do you have sugpestions for Miami-Dade
Community College?

2. What computer hardware doe you use in your
company/organization {(type of mainframe, mind and/or
micro) ?
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3. Which programming languages are used?

Mainframe

Mini

Micro

4. Which operating systems?

9. Which software packages are used (ex. WordStar,
t.otus, CICS, etc.)?

6. Does your installation use networking? {) Yes () No

If yes, what type(s)? { ) micro to microyg
{ ) micro to mainframe/miniy ( ) mainframe/mina to
mainframe/mini.

7. Does your installation have telecommunications needs?
{) Yeg ( ) Noj
If yes, what type(s)? { ) via satellites { ) via
telephone lings; ( ) via faber opticaly ( ) via common
carriar
{ ) othar

8. Whach specific skills do you look for in entry level DP
employees?

9. Do you see job areas emerging in the future which should
be integrated into the Miami-Dade Community College
program?

10. If you have knowladge of Miami-Dade Community College
graduates who have baen hired, list briefly their
strengths and weaknesses.
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11. Does your company participate in a work/study program?
() Yem () No
IE YES

What type of jobe or tasks does your company usually
assign the student?

1E NO
Is there a reason why your company would or would not
participate?

i2. Do you consider the time spent in a work/study program
as practical experience?

13. Do you think students should have practical exposure as
a non paid/low paid apprentice in data processing as
part of the degree requirement? ( ) Yas ( ) No

IF YES

Would you be willing to participate in this program?

14. Any further comments?

(End of instrument)
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Lawrance White was born in Chicago, Illinois on
December 24th, 1936. He received his elementary and
secondary education in Zion, Illinois. In 1959 he
rveceived an A.B. degree from Florida Southern College in
Lakeland, Florida. In 1966 he was awarded a Master of
Edurcational Research degree from University of Miami.

From 196@ until 1965 he taught in the Dade County
Public School system. He went on leave in 1965 for three
years to pursue graduate work at the University of Miami.
Upon returning to the schocl system, he was promoted to an
administrative position. His assigrnment was to oversee
program evaluation for the vocational, industraal,
technical, and adult education programs.

In 1980 he was employed by Miami Dade Community
College as a professor in the computer science area.

In 1967 he was admitted to the Graduate Schocl of
University of Miami, where he was awarded a Ph.D. in May
1990.

Permanent address: 9300 SW 8eth Averue

Miami, Florida 33156
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